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What Is Amazon EC2?

Amazon Elastic Compute Cloud (Amazon EC2) provides scalable computing capacity in the Amazon Web
Services (AWS) cloud. Using Amazon EC2 eliminates your need to invest in hardware up front, so you
can develop and deploy applications faster. You can use Amazon EC2 to launch as many or as few virtual
servers as you need, configure security and networking, and manage storage. Amazon EC2 enables you
to scale up or down to handle changes in requirements or spikes in popularity, reducing your need to
forecast traffic.

For more information about cloud computing, see What is Cloud Computing?

Features of Amazon EC2

How

Amazon EC2 provides the following features:

« Virtual computing environments, known as instances

« Preconfigured templates for your instances, known as Amazon Machine Images (AMls), that package
the bits you need for your server (including the operating system and additional software)

« Various configurations of CPU, memory, storage, and networking capacity for your instances, known as
instance types

« Secure login information for your instances using key pairs (AWS stores the public key, and you store
the private key in a secure place)

» Storage volumes for temporary data that's deleted when you stop or terminate your instance, known
as instance store volumes

« Persistent storage volumes for your data using Amazon Elastic Block Store (Amazon EBS), known as
Amazon EBS volumes

« Multiple physical locations for your resources, such as instances and Amazon EBS volumes, known as
Regions and Availability Zones

« A firewall that enables you to specify the protocols, ports, and source IP ranges that can reach your
instances using security groups

« Static IPv4 addresses for dynamic cloud computing, known as Elastic IP addresses
« Metadata, known as tags, that you can create and assign to your Amazon EC2 resources

« Virtual networks you can create that are logically isolated from the rest of the AWS cloud, and that you
can optionally connect to your own network, known as virtual private clouds (VPCs)

For more information about the features of Amazon EC2, see the Amazon EC2 product page.

For more information about running your website on AWS, see Web Hosting.

to Get Started with Amazon EC2

First, you need to get set up to use Amazon EC2. After you are set up, you are ready to complete the
Getting Started tutorial for Amazon EC2. Whenever you need more information about an Amazon EC2
feature, you can read the technical documentation.



https://aws.amazon.com/what-is-cloud-computing/
https://aws.amazon.com/ec2
https://aws.amazon.com/websites/
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Get Up and Running

« Setting Up with Amazon EC2 (p. 19)
» Getting Started with Amazon EC2 Linux Instances (p. 27)

Basics

« Instances and AMls (p. 4)

« Regions and Availability Zones (p. 6)
« Instance Types (p. 173)

o Tags (p. 975)

Networking and Security

» Amazon EC2 Key Pairs (p. 602)

« Security Groups (p. 611)

« Elastic IP Addresses (p. 702)

« Amazon EC2 and Amazon VPC (p. 775)

Storage

« Amazon EBS (p. 808)
« Instance Store (p. 936)

Working with Linux Instances

« AWS Systems Manager Run Command in the AWS Systems Manager User Guide
« Tutorial: Install a LAMP Web Server on Amazon Linux 2 (p. 33)

 Tutorial: Configure SSL/TLS on Amazon Linux 2 (p. 60)

» Getting Started with AWS: Hosting a Web App for Linux

If you have questions about whether AWS is right for you, contact AWS Sales. If you have technical
questions about Amazon EC2, use the Amazon EC2 forum.

Related Services

You can provision Amazon EC2 resources, such as instances and volumes, directly using Amazon EC2.
You can also provision Amazon EC2 resources using other services in AWS. For more information, see the
following documentation:

» Amazon EC2 Auto Scaling User Guide

» AWS CloudFormation User Guide

o AWS Elastic Beanstalk Developer Guide

» AWS OpsWorks User Guide

To automatically distribute incoming application traffic across multiple instances, use Elastic Load
Balancing. For more information, see Elastic Load Balancing User Guide.



https://docs.aws.amazon.com/systems-manager/latest/userguide/execute-remote-commands.html
https://docs.aws.amazon.com/gettingstarted/latest/wah-linux/
https://aws.amazon.com/contact-us/
https://forums.aws.amazon.com/forum.jspa?forumID=30
https://docs.aws.amazon.com/autoscaling/ec2/userguide/
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/
https://docs.aws.amazon.com/elasticbeanstalk/latest/dg/
https://docs.aws.amazon.com/opsworks/latest/userguide/
https://docs.aws.amazon.com/elasticloadbalancing/latest/userguide/
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To monitor basic statistics for your instances and Amazon EBS volumes, use Amazon CloudWatch. For
more information, see the Amazon CloudWatch User Guide.

To automate actions, such as activating a Lambda function whenever a new Amazon EC2 instance starts,
use Amazon CloudWatch Events. For more information, see the Amazon CloudWatch Events User Guide.

To monitor the calls made to the Amazon EC2 API for your account, including calls made by the
AWS Management Console, command line tools, and other services, use AWS CloudTrail. For more
information, see the AWS CloudTrail User Guide.

To get a managed relational database in the cloud, use Amazon Relational Database Service (Amazon
RDS) to launch a database instance. Although you can set up a database on an EC2 instance, Amazon
RDS offers the advantage of handling your database management tasks, such as patching the software,
backing up, and storing the backups. For more information, see Amazon Relational Database Service
Developer Guide.

To import virtual machine (VM) images from your local environment into AWS and convert them into
ready-to-use AMIs or instances, use VM Import/Export. For more information, see the VM Import/Export
User Guide.

Accessing Amazon EC2

Amazon EC2 provides a web-based user interface, the Amazon EC2 console. If you've signed up for an
AWS account, you can access the Amazon EC2 console by signing into the AWS Management Console and
selecting EC2 from the console home page.

If you prefer to use a command line interface, you have the following options:
AWS Command Line Interface (CLI)

Provides commands for a broad set of AWS products, and is supported on Windows, Mac, and Linux.
To get started, see AWS Command Line Interface User Guide. For more information about the
commands for Amazon EC2, see ec2 in the AWS CLI Command Reference.

AWS Tools for Windows PowerShell

Provides commands for a broad set of AWS products for those who script in the PowerShell
environment. To get started, see the AWS Tools for Windows PowerShell User Guide. For more
information about the cmdlets for Amazon EC2, see the AWS Tools for PowerShell Cmdlet
Reference.

Amazon EC2 provides a Query API. These requests are HTTP or HTTPS requests that use the HTTP verbs
GET or POST and a Query parameter named Action. For more information about the API actions for
Amazon EC2, see Actions in the Amazon EC2 API Reference.

If you prefer to build applications using language-specific APIs instead of submitting a request over
HTTP or HTTPS, AWS provides libraries, sample code, tutorials, and other resources for software
developers. These libraries provide basic functions that automate tasks such as cryptographically signing
your requests, retrying requests, and handling error responses, making it is easier for you to get started.
For more information, see AWS SDKs and Tools.

Pricing for Amazon EC2

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free Tier.

Amazon EC2 provides the following purchasing options for instances:
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On-Demand Instances

Pay for the instances that you use by the second, with no long-term commitments or upfront
payments.

Reserved Instances

Make a low, one-time, up-front payment for an instance, reserve it for a one- or three-year term, and
pay a significantly lower hourly rate for these instances.

Spot Instances

Request unused EC2 instances, which can lower your costs significantly.

For a complete list of charges and specific prices for Amazon EC2, see Amazon EC2 Pricing.
To calculate the cost of a sample provisioned environment, see Cloud Economics Center.

To see your bill, go to the Billing and Cost Management Dashboard in the AWS Billing and Cost
Management console. Your bill contains links to usage reports that provide details about your bill. To
learn more about AWS account billing, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

For an overview of Trusted Advisor, a service that helps you optimize the costs, security, and performance
of your AWS environment, see AWS Trusted Advisor.

PCI DSS Compliance

Amazon EC2 supports the processing, storage, and transmission of credit card data by a merchant or
service provider, and has been validated as being compliant with Payment Card Industry (PCI) Data
Security Standard (DSS). For more information about PCI DSS, including how to request a copy of the
AWS PCI Compliance Package, see PCI DSS Level 1.

Instances and AMIs

An Amazon Machine Image (AMI) is a template that contains a software configuration (for example, an
operating system, an application server, and applications). From an AMI, you launch an instance, which is
a copy of the AMI running as a virtual server in the cloud. You can launch multiple instances of an AMI, as
shown in the following figure.

Instance

Host computer

AMI

““'-\\‘
Launch instances \

of any type
Ly Instances

Host computer
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Your instances keep running until you stop or terminate them, or until they fail. If an instance fails, you
can launch a new one from the AMI.

Instances

An instance is a virtual server in the cloud. Its configuration at launch is a copy of the AMI that you
specified when you launched the instance.

You can launch different types of instances from a single AMI. An instance type essentially determines
the hardware of the host computer used for your instance. Each instance type offers different compute
and memory capabilities. Select an instance type based on the amount of memory and computing power
that you need for the application or software that you plan to run on the instance. For more information
about the hardware specifications for each Amazon EC2 instance type, see Amazon EC2 Instance Types.

After you launch an instance, it looks like a traditional host, and you can interact with it as you would any
computer. You have complete control of your instances; you can use sudo to run commands that require
root privileges.

Your AWS account has a limit on the number of instances that you can have running. For more
information about this limit, and how to request an increase, see How many instances can | run in
Amazon EC2 in the Amazon EC2 General FAQ.

Storage for Your Instance

The root device for your instance contains the image used to boot the instance. For more information,
see Amazon EC2 Root Device Volume (p. 14).

Your instance may include local storage volumes, known as instance store volumes, which you

can configure at launch time with block device mapping. For more information, see Block Device
Mapping (p. 957). After these volumes have been added to and mapped on your instance, they are
available for you to mount and use. If your instance fails, or if your instance is stopped or terminated,
the data on these volumes is lost; therefore, these volumes are best used for temporary data. To keep
important data safe, you should use a replication strategy across multiple instances, or store your
persistent data in Amazon S3 or Amazon EBS volumes. For more information, see Storage (p. 807).

Security Best Practices

« Use AWS Identity and Access Management (IAM) to control access to your AWS resources, including
your instances. You can create IAM users and groups under your AWS account, assign security
credentials to each, and control the access that each has to resources and services in AWS. For more
information, see Controlling Access to Amazon EC2 Resources (p. 625).

 Restrict access by only allowing trusted hosts or networks to access ports on your instance. For
example, you can restrict SSH access by restricting incoming traffic on port 22. For more information,
see Amazon EC2 Security Groups for Linux Instances (p. 611).

« Review the rules in your security groups regularly, and ensure that you apply the principle of least
privilege—only open up permissions that you require. You can also create different security groups
to deal with instances that have different security requirements. Consider creating a bastion security
group that allows external logins, and keep the remainder of your instances in a group that does not
allow external logins.

« Disable password-based logins for instances launched from your AMI. Passwords can be found or
cracked, and are a security risk. For more information, see Disable Password-Based Remote Logins for
Root (p. 105). For more information about sharing AMls safely, see Shared AMls (p. 99).

Stopping, Starting, and Terminating Instances

Stopping an instance
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When an instance is stopped, the instance performs a normal shutdown, and then transitions to a
stopped state. All of its Amazon EBS volumes remain attached, and you can start the instance again at a
later time.

You are not charged for additional instance usage while the instance is in a stopped state. A minimum of
one minute is charged for every transition from a stopped state to a running state. If the instance type
was changed while the instance was stopped, you will be charged the rate for the new instance type
after the instance is started. All of the associated Amazon EBS usage of your instance, including root
device usage, is billed using typical Amazon EBS prices.

When an instance is in a stopped state, you can attach or detach Amazon EBS volumes. You can also
create an AMI from the instance, and you can change the kernel, RAM disk, and instance type.

Terminating an instance

When an instance is terminated, the instance performs a normal shutdown. The root device volume is
deleted by default, but any attached Amazon EBS volumes are preserved by default, determined by each
volume's deleteOnTermination attribute setting. The instance itself is also deleted, and you can't
start the instance again at a later time.

To prevent accidental termination, you can disable instance termination. If you do so, ensure that

the disableApiTermination attribute is set to true for the instance. To control the behavior

of an instance shutdown, such as shutdown -h in Linux or shutdown in Windows, set the
instanceInitiatedShutdownBehavior instance attribute to stop or terminate as desired.
Instances with Amazon EBS volumes for the root device default to stop, and instances with instance-
store root devices are always terminated as the result of an instance shutdown.

For more information, see Instance Lifecycle (p. 391).

AMls

Amazon Web Services (AWS) publishes many Amazon Machine Images (AMis) that contain common
software configurations for public use. In addition, members of the AWS developer community have
published their own custom AMils. You can also create your own custom AMI or AMIs; doing so enables
you to quickly and easily start new instances that have everything you need. For example, if your
application is a website or a web service, your AMI could include a web server, the associated static
content, and the code for the dynamic pages. As a result, after you launch an instance from this AMI,
your web server starts, and your application is ready to accept requests.

All AMils are categorized as either backed by Amazon EBS, which means that the root device for an
instance launched from the AMI is an Amazon EBS volume, or backed by instance store, which means
that the root device for an instance launched from the AMl is an instance store volume created from a
template stored in Amazon S3.

The description of an AMI indicates the type of root device (either ebs or instance store). Thisis
important because there are significant differences in what you can do with each type of AMI. For more
information about these differences, see Storage for the Root Device (p. 93).

Amazon EC2 is hosted in multiple locations world-wide. These locations are composed of Regions
and Availability Zones. Each Region is a separate geographic area. Each Region has multiple, isolated
locations known as Availability Zones. Amazon EC2 provides you the ability to place resources, such as
instances, and data in multiple locations. Resources aren't replicated across Regions unless you do so
specifically.




Amazon Elastic Compute Cloud
User Guide for Linux Instances
Region and Availability Zone Concepts

Amazon operates state-of-the-art, highly-available data centers. Although rare, failures can occur that
affect the availability of instances that are in the same location. If you host all your instances in a single
location that is affected by such a failure, none of your instances would be available.

Contents
» Region and Availability Zone Concepts (p. 7)
« Available Regions (p. 8)
» Regions and Endpoints (p. 9)
« Describing Your Regions and Availability Zones (p. 9)
« Specifying the Region for a Resource (p. 11)
« Launching Instances in an Availability Zone (p. 13)
« Migrating an Instance to Another Availability Zone (p. 13)

Region and Availability Zone Concepts

Each Region is completely independent. Each Availability Zone is isolated, but the Availability Zones in
a Region are connected through low-latency links. The following diagram illustrates the relationship
between Regions and Availability Zones.

~
Amazon Web Services
Region Availability Region Availability
Zone Zone
Availability Aovailahility Availahility Availability
Zone Zone Zone Zone
A

Amazon EC2 resources are either global, tied to a Region, or tied to an Availability Zone. For more
information, see Resource Locations (p. 966).

Regions

Each Amazon EC2 Region is designed to be completely isolated from the other Amazon EC2 Regions.
This achieves the greatest possible fault tolerance and stability.

When you view your resources, you'll only see the resources tied to the Region you've specified. This
is because Regions are isolated from each other, and we don't replicate resources across Regions
automatically.

When you launch an instance, you must select an AMI that's in the same Region. If the AMI is in another
Region, you can copy the AMI to the Region you're using. For more information, see Copying an
AMI (p. 150).

Note that there is a charge for data transfer between Regions. For more information, see Amazon EC2
Pricing - Data Transfer.

Availability Zones

When you launch an instance, you can select an Availability Zone or let us choose one for you. If you
distribute your instances across multiple Availability Zones and one instance fails, you can design your
application so that an instance in another Availability Zone can handle requests.
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You can also use Elastic IP addresses to mask the failure of an instance in one Availability Zone by rapidly
remapping the address to an instance in another Availability Zone. For more information, see Elastic IP
Addresses (p. 702).

An Availability Zone is represented by a Region code followed by a letter identifier; for example,
us-east-1a. To ensure that resources are distributed across the Availability Zones for a Region, we
independently map Availability Zones to names for each AWS account. For example, the Availability Zone
us-east-1a for your AWS account might not be the same location as us-east-1a for another AWS
account.

To coordinate Availability Zones across accounts, you must use the AZ ID, which is a unique and
consistent identifier for an Availability Zone. For example, usel-az1 is an AZ ID for the us-east-1
Region and it has the same location in every AWS account.

Viewing AZ IDs enables you to determine the location of resources in one account relative to the
resources in another account. For example, if you share a subnet in the Availability Zone with the AZ ID
use-az2 with another account, this subnet is available to that account in the Availability Zone whose AZ
ID is also use-az2. The AZ ID for each VPC and subnet is displayed in the Amazon VPC console. For more
information, see Working with VPC Sharing in the Amazon VPC User Guide.

As Availability Zones grow over time, our ability to expand them can become constrained. If this
happens, we might restrict you from launching an instance in a constrained Availability Zone unless you
already have an instance in that Availability Zone. Eventually, we might also remove the constrained
Availability Zone from the list of Availability Zones for new accounts. Therefore, your account might have
a different number of available Availability Zones in a Region than another account.

You can list the Availability Zones that are available to your account. For more information, see
Describing Your Regions and Availability Zones (p. 9).

Available Regions

Your account determines the Regions that are available to you. For example:

« An AWS account provides multiple Regions so that you can launch Amazon EC2 instances in locations
that meet your requirements. For example, you might want to launch instances in Europe to be closer
to your European customers or to meet legal requirements.

o An AWS GovCloud (US-West) account provides access to the AWS GovCloud (US-West) Region only. For
more information, see AWS GovCloud (US-West) Region.

« An Amazon AWS (China) account provides access to the Beijing and Ningxia Regions only. For more
information, see AWS in China.

The following table lists the Regions provided by an AWS account. You can't describe or access additional
Regions from an AWS account, such as AWS GovCloud (US-West) or the China Regions. To use a Region
introduced after March 20, 2019, you must enable the Region. For more information, see Managing AWS
Regions in the AWS General Reference.

Code Name Opt-in Status
us-east-1 US East (N. Virginia) Not required
us-east-2 US East (Ohio) Not required
us-west-1 US West (N. California) Not required
us-west-2 US West (Oregon) Not required
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Code Name Opt-in Status
ca-central-1 Canada (Central) Not required
eu-central-1 EU (Frankfurt) Not required

eu-west-1

eu-west-2

eu-west-3

eu-north-1

ap-east-1

ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-south-1

me-south-1

sa-east-1

EU (Ireland)

EU (London)

EU (Paris)

EU (Stockholm)

Asia Pacific (Hong Kong)
Asia Pacific (Tokyo)

Asia Pacific (Seoul)

Asia Pacific (Osaka-Local)
Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Mumbai)
Middle East (Bahrain)

South America (Sdo Paulo)

Not required
Not required
Not required
Not required
Required

Not required
Not required
Not required
Not required
Not required
Not required
Required

Not required

For more information, see AWS Global Infrastructure.

The number and mapping of Availability Zones per Region may vary between AWS accounts. To get a
list of the Availability Zones that are available to your account, you can use the Amazon EC2 console
or the command line interface. For more information, see Describing Your Regions and Availability
Zones (p. 9).

Regions and Endpoints

When you work with an instance using the command line interface or APl actions, you must specify its
regional endpoint. For more information about the Regions and endpoints for Amazon EC2, see Regions
and Endpoints in the Amazon Web Services General Reference.

For more information about endpoints and protocols in AWS GovCloud (US-West), see AWS GovCloud
(US-West) Endpoints in the AWS GovCloud (US) User Guide.

Describing Your Regions and Availability Zones

You can use the Amazon EC2 console or the command line interface to determine which Regions and
Availability Zones are available for your account. For more information about these command line
interfaces, see Accessing Amazon EC2 (p. 3).

To find your Regions and Availability Zones using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. From the navigation bar, view the options in the Region selector.
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LS East (M. Virginia)

US East (Ohio)

US West (M. California)
LS West (Cregon)

Asia Pacific (Hong Kong)
Asia Pacific (Mumbai)
Asia Pacific (Osaka-Local)
Asia Pacific (Seoul)
Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Tokyo)
Canada (Central)

EU (Frankfurt)

EU (lIreland)

EU (London)

EU (Paris)

EU (Stockholm)

Middle East (Bahrain)

South America (580 Paulo)

3. On the navigation pane, choose EC2 Dashboard.
4. The Availability Zones are listed under Service Health, Availability Zone Status.

To find your Regions and Availability Zones using the AWS CLI

1. Use the describe-regions command as follows to describe the Regions that are enabled for your
account.

aws ec2 describe-regions
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To describe all Regions, including any Regions that are disabled for your account, add the --all-
regions option as follows.

aws ec2 describe-regions --all-regions

2. Use the describe-availability-zones command as follows to describe the Availability Zones within the
specified Region.

aws ec2 describe-availability-zones --region region-name

To find your Regions and Availability Zones using the AWS Tools for Windows PowerShell

1. Use the Get-EC2Region command as follows to describe the Regions for your account.

PS C:\> Get-EC2Region

2. Use the Get-EC2AvailabilityZone command as follows to describe the Availability Zones within the
specified Region.

PS C:\> Get-EC2AvailabilityZone -Region region-name

Specifying the Region for a Resource

Every time you create an Amazon EC2 resource, you can specify the Region for the resource. You can
specify the Region for a resource using the AWS Management Console or the command line.

Note

Some AWS resources might not be available in all Regions and Availability Zones. Ensure
that you can create the resources you need in the desired Regions or Availability Zone before
launching an instance in a specific Availability Zone.

To specify the Region for a resource using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Use the Region selector in the navigation bar.

11


https://docs.aws.amazon.com/cli/latest/reference/ec2/describe-availability-zones.html
https://docs.aws.amazon.com/powershell/latest/reference/items/Get-EC2Region.html
https://docs.aws.amazon.com/powershell/latest/reference/items/Get-EC2AvailabilityZone.html
https://console.aws.amazon.com/ec2/

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Specifying the Region for a Resource

LS East (M. Virginia)

US East (Ohio)
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Asia Pacific (Tokyo)
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South America (580 Paulo)

To specify the default Region using the command line

You can set the value of an environment variable to the desired regional endpoint (for example,
https://ec2.us-east-2.amazonaws.com):

e AWS_DEFAULT_REGION (AWS CLI)
e Set-AWSDefaultRegion (AWS Tools for Windows PowerShell)

Alternatively, you can use the --region (AWS CLI) or -Region (AWS Tools for Windows PowerShell)
command line option with each individual command. For example, --region us-east-2.

12
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For more information about the endpoints for Amazon EC2, see Amazon Elastic Compute Cloud
Endpoints.

Launching Instances in an Availability Zone

When you launch an instance, select a Region that puts your instances closer to specific customers, or
meets the legal or other requirements you have. By launching your instances in separate Availability
Zones, you can protect your applications from the failure of a single location.

When you launch an instance, you can optionally specify an Availability Zone in the Region that you

are using. If you do not specify an Availability Zone, we select one for you. When you launch your initial
instances, we recommend that you accept the default Availability Zone, because this enables us to select
the best Availability Zone for you based on system health and available capacity. If you launch additional
instances, only specify an Availability Zone if your new instances must be close to, or separated from,
your running instances.

Migrating an Instance to Another Availability Zone

If you need to, you can migrate an instance from one Availability Zone to another. For example, if you are
trying to modify the instance type of your instance and we can't launch an instance of the new instance
type in the current Availability Zone, you could migrate the instance to an Availability Zone where we can
launch an instance of that instance type.

The migration process involves creating an AMI from the original instance, launching an instance in the
new Availability Zone, and updating the configuration of the new instance, as shown in the following
procedure.

To migrate an instance to another Availability Zone

1. Create an AMI from the instance. The procedure depends on the operating system and the type of
root device volume for the instance. For more information, see the documentation that corresponds
to your operating system and root device volume:

« Creating an Amazon EBS-Backed Linux AMI (p. 112)
« Creating an Instance Store-Backed Linux AMI (p. 115)
e Creating an Amazon EBS-Backed Windows AMI

2. If you need to preserve the private IPv4 address of the instance, you must delete the subnet in the
current Availability Zone and then create a subnet in the new Availability Zone with the same IPv4
address range as the original subnet. Note that you must terminate all instances in a subnet before
you can delete it. Therefore, you should create AMIs from all the instances in your subnet so that you
can move all instances in the current subnet to the new subnet.

3. Launch an instance from the AMI that you just created, specifying the new Availability Zone or
subnet. You can use the same instance type as the original instance, or select a new instance type.
For more information, see Launching Instances in an Availability Zone (p. 13).

4. |If the original instance has an associated Elastic IP address, associate it with the new instance.
For more information, see Disassociating an Elastic IP Address and Reassociating with a Different
Instance (p. 706).

5. If the original instance is a Reserved Instance, change the Availability Zone for your reservation. (If
you also changed the instance type, you can also change the instance type for your reservation.) For
more information, see Submitting Modification Requests (p. 282).

6. (Optional) Terminate the original instance. For more information, see Terminating an
Instance (p. 484).
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Amazon EC2 Root Device Volume

When you launch an instance, the root device volume contains the image used to boot the instance. When
we introduced Amazon EC2, all AMIs were backed by Amazon EC2 instance store, which means the root
device for an instance launched from the AMI is an instance store volume created from a template stored
in Amazon S3. After we introduced Amazon EBS, we introduced AMIs that are backed by Amazon EBS.
This means that the root device for an instance launched from the AMI is an Amazon EBS volume created
from an Amazon EBS snapshot.

You can choose between AMIs backed by Amazon EC2 instance store and AMIs backed by Amazon EBS.
We recommend that you use AMIs backed by Amazon EBS, because they launch faster and use persistent
storage.

For more information about the device names Amazon EC2 uses for your root volumes, see Device
Naming on Linux Instances (p. 955).

Topics
« Root Device Storage Concepts (p. 14)
« Choosing an AMI by Root Device Type (p. 15)
« Determining the Root Device Type of Your Instance (p. 16)
« Changing the Root Device Volume to Persist (p. 16)

Root Device Storage Concepts

You can launch an instance from either an instance store-backed AMI or an Amazon EBS-backed AMI.
The description of an AMI includes which type of AMI it is; you'll see the root device referred to in some
places as either ebs (for Amazon EBS-backed) or instance store (for instance store-backed). This is
important because there are significant differences between what you can do with each type of AMI. For
more information about these differences, see Storage for the Root Device (p. 93).

Instance Store-backed Instances

Instances that use instance stores for the root device automatically have one or more instance store
volumes available, with one volume serving as the root device volume. When an instance is launched, the
image that is used to boot the instance is copied to the root volume. Note that you can optionally use
additional instance store volumes, depending on the instance type.

Any data on the instance store volumes persists as long as the instance is running, but this data is
deleted when the instance is terminated (instance store-backed instances do not support the Stop
action) or if it fails (such as if an underlying drive has issues).

' ™

Amazon EC2 Instance

- N

fdev/sdj
Jdev/sdb

Block device mapping

Bucket
\ Instance store

Amazon S3 Host Computer

After an instance store-backed instance fails or terminates, it cannot be restored. If you plan to use
Amazon EC2 instance store-backed instances, we highly recommend that you distribute the data on
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your instance stores across multiple Availability Zones. You should also back up critical data from your
instance store volumes to persistent storage on a regular basis.

For more information, see Amazon EC2 Instance Store (p. 936).

Amazon EBS-backed Instances

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
When you launch an Amazon EBS-backed instance, we create an Amazon EBS volume for each Amazon

EBS snapshot referenced by the AMI you use. You can optionally use other Amazon EBS volumes or
instance store volumes, depending on the instance type.

f
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An Amazon EBS-backed instance can be stopped and later restarted without affecting data stored in the
attached volumes. There are various instance- and volume-related tasks you can do when an Amazon
EBS-backed instance is in a stopped state. For example, you can modify the properties of the instance,
change its size, or update the kernel it is using, or you can attach your root volume to a different running
instance for debugging or any other purpose.

If an Amazon EBS-backed instance fails, you can restore your session by following one of these methods:

« Stop and then start again (try this method first).

o Automatically snapshot all relevant volumes and create a new AMI. For more information, see Creating
an Amazon EBS-Backed Linux AMI (p. 112).

« Attach the volume to the new instance by following these steps:
1. Create a snapshot of the root volume.
2. Register a new AMI using the snapshot.
3. Launch a new instance from the new AMI.
4. Detach the remaining Amazon EBS volumes from the old instance.

5. Reattach the Amazon EBS volumes to the new instance.

For more information, see Amazon EBS Volumes (p. 810).

Choosing an AMI by Root Device Type

The AMI that you specify when you launch your instance determines the type of root device volume that
your instance has.

To choose an Amazon EBS-backed AMI using the console

1. Open the Amazon EC2 console.

2. In the navigation pane, choose AMls.
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3. From the filter lists, select the image type (such as Public images). In the search bar choose
Platform to select the operating system (such as Amazon Linux), and Root Device Type to select
EBS images.

4. (Optional) To get additional information to help you make your choice, choose the Show/Hide
Columns icon, update the columns to display, and choose Close.

5. Choose an AMI and write down its AMI ID.

To choose an instance store-backed AMI using the console

Open the Amazon EC2 console.
2. Inthe navigation pane, choose AMls.

From the filter lists, select the image type (such as Public images). In the search bar, choose
Platform to select the operating system (such as Amazon Linux), and Root Device Type to select
Instance store.

4. (Optional) To get additional information to help you make your choice, choose the Show/Hide
Columns icon, update the columns to display, and choose Close.

5. Choose an AMI and write down its AMI ID.

To verify the type of the root device volume of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

« describe-images (AWS CLI)
o Get-EC2Image (AWS Tools for Windows PowerShell)

Determining the Root Device Type of Your Instance

To determine the root device type of an instance using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, choose Instances, and select the instance.
3. Check the value of Root device type in the Description tab as follows:

« If the value is ebs, this is an Amazon EBS-backed instance.
« If the value is instance store, this is an instance store-backed instance.

To determine the root device type of an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

» describe-instances (AWS CLI)
o Get-EC2Instance (AWS Tools for Windows PowerShell)

Changing the Root Device Volume to Persist

By default, the root device volume for an AMI backed by Amazon EBS is deleted when the instance
terminates. To change the default behavior, set the DeleteOnTermination attribute to false using a
block device mapping.
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Changing the Root Volume to Persist Using the Console

Using the console, you can change the DeleteOnTermination attribute when you launch an instance.
To change this attribute for a running instance, you must use the command line.

To change the root device volume of an instance to persist at launch using the console

Open the Amazon EC2 console.

From the Amazon EC2 console dashboard, choose Launch Instance.

On the Choose an Amazon Machine Image (AMI) page, select the AMI to use and choose Select.
Follow the wizard to complete the Choose an Instance Type and Configure Instance Details pages.
On the Add Storage page, deselect Delete On Termination for the root volume.

Complete the remaining wizard pages, and then choose Launch.

oA WDN =

You can verify the setting by viewing details for the root device volume on the instance's details pane.
Next to Block devices, choose the entry for the root device volume. By default, Delete on termination is
True. If you change the default behavior, Delete on termination is False.

Changing the Root Volume of an Instance to Persist Using the
AWS CLI

Using the AWS CLI, you can change the DeleteOnTermination attribute when you launch an instance
or while the instance is running.

Example at Launch

Use the run-instances command to preserve the root volume by including a block device mapping that
sets its DeleteOnTermination attribute to false.

aws ec2 run-instances --block-device-mappings file://mapping.json other parameters...

Specify the following in mapping. json.

[

{
"DeviceName": "/dev/sdal",
"Ebs": {
"DeleteOnTermination": false
}
}

]

You can confirm that DeleteOnTermination is false by using the describe-instances command and
looking for the BlockDeviceMappings entry for the device in the command output, as shown here.

"BlockDeviceMappings": [

{

"DeviceName": "/dev/sdal",

"Ebs": {
"Status": "attached",
"DeleteOnTermination": false,
"VolumeId": "vol-1234567890abcdefoO",
"AttachTime": "2013-07-19T02:42:39.000Z"

}
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Example While the Instance is Running

Use the modify-instance-attribute command to preserve the root volume by including a block device
mapping that sets its DeleteOnTermination attribute to false.

aws ec2 modify-instance-attribute --instance-id i-1234567890abcdef0 --block-device-mappings
file://mapping.json

Specify the following in mapping. json.

[

{
"DeviceName": "/dev/sdal",
"Ebs" : {
"DeleteOnTermination": false
}
}

]
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Setting Up with Amazon EC2

Sign

If you've already signed up for Amazon Web Services (AWS), you can start using Amazon EC2
immediately. You can open the Amazon EC2 console, choose Launch Instance, and follow the steps in
the launch wizard to launch your first instance.

If you haven't signed up for AWS yet, or if you need assistance launching your first instance, complete the
following tasks to get set up to use Amazon EC2:

1. Sign Up for AWS (p. 19)

2. Create an IAM User (p. 19)

3. Create a Key Pair (p. 21)

4. Create a Virtual Private Cloud (VPC) (p. 24)
5. Create a Security Group (p. 24)

Up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for all
services in AWS, including Amazon EC2. You are charged only for the services that you use.

With Amazon EC2, you pay only for what you use. If you are a new AWS customer, you can get started
with Amazon EC2 for free. For more information, see AWS Free Tier.

If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the
following procedure to create one.

To create an AWS account

Open https://portal.aws.amazon.com/billing/signup.
2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code on the
phone keypad.

Note your AWS account number, because you'll need it for the next task.

Create an IAM User

Services in AWS, such as Amazon EC2, require that you provide credentials when you access them, so
that the service can determine whether you have permission to access its resources. The console requires
your password. You can create access keys for your AWS account to access the command line interface
or API. However, we don't recommend that you access AWS using the credentials for your AWS account;
we recommend that you use AWS Identity and Access Management (IAM) instead. Create an IAM user,
and then add the user to an IAM group with administrative permissions or grant this user administrative
permissions. You can then access AWS using a special URL and the credentials for the IAM user.

19


https://aws.amazon.com/free/
https://portal.aws.amazon.com/billing/signup

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Create an IAM User

If you signed up for AWS but have not created an IAM user for yourself, you can create one using the IAM
console. If you aren't familiar with using the console, see Working with the AWS Management Console
for an overview.

To create an administrator user for yourself and add the user to an administrators group
(console)

1. Use your AWS account email address and password to sign in as the AWS account root user to the
IAM console at https://console.aws.amazon.com/iam/.

Note

We strongly recommend that you adhere to the best practice of using the Administrator
IAM user below and securely lock away the root user credentials. Sign in as the root user
only to perform a few account and service management tasks.

2. Inthe navigation pane, choose Users and then choose Add user.
3. For User name, enter Administrator.

4. Select the check box next to AWS Management Console access. Then select Custom password, and
then enter your new password in the text box.

5. (Optional) By default, AWS requires the new user to create a new password when first signing in. You
can clear the check box next to User must create a new password at next sign-in to allow the new
user to reset their password after they sign in.

Choose Next: Permissions.

Under Set permissions, choose Add user to group.

Choose Create group.

In the Create group dialog box, for Group name enter Administrators.

Choose Filter policies, and then select AWS managed -job function to filter the table contents.
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In the policy list, select the check box for AdministratorAccess. Then choose Create group.

Note

You must activate IAM user and role access to Billing before you can use the
AdministratorAccess permissions to access the AWS Billing and Cost Management
console. To do this, follow the instructions in step 1 of the tutorial about delegating access
to the billing console.

12. Back in the list of groups, select the check box for your new group. Choose Refresh if necessary to
see the group in the list.
13. Choose Next: Tags.

14. (Optional) Add metadata to the user by attaching tags as key-value pairs. For more information
about using tags in 1AM, see Tagging IAM Entities in the IAM User Guide.

15. Choose Next: Review to see the list of group memberships to be added to the new user. When you
are ready to proceed, choose Create user.

You can use this same process to create more groups and users and to give your users access to your AWS
account resources. To learn about using policies that restrict user permissions to specific AWS resources,
see Access Management and Example Policies.

To sign in as this new IAM user, sign out of the AWS console, then use the following URL, where
your_aws_account_id is your AWS account number without the hyphens (for example, if your AWS
account number is 1234-5678-9012, your AWS account ID is 123456789012):

https://your_aws_account_id.signin.aws.amazon.com/console/

Enter the IAM user name (not your email address) and password that you just created. When you're
signed in, the navigation bar displays "your_user_name @ your_aws_account_id".
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If you don't want the URL for your sign-in page to contain your AWS account ID, you can create an
account alias. From the IAM console, choose Dashboard in the navigation pane. From the dashboard,
choose Customize and enter an alias such as your company name. To sign in after you create an account
alias, use the following URL:

https://your_account_alias.signin.aws.amazon.com/console/

To verify the sign-in link for IAM users for your account, open the IAM console and check under IAM
users sign-in link on the dashboard.

For more information about 1AM, see IAM and Amazon EC2 (p. 626).

Create a Key Pair

AWS uses public-key cryptography to secure the login information for your instance. A Linux instance has
no password; you use a key pair to log in to your instance securely. You specify the name of the key pair
when you launch your instance, then provide the private key when you log in using SSH.

If you haven't created a key pair already, you can create one using the Amazon EC2 console. Note that if
you plan to launch instances in multiple regions, you'll need to create a key pair in each region. For more
information about regions, see Regions and Availability Zones (p. 6).

To create a key pair

1. Signin to AWS using the URL that you created in the previous section.
From the AWS dashboard, choose EC2 to open the Amazon EC2 console.

3. From the navigation bar, select a region for the key pair. You can select any region that's available to
you, regardless of your location. However, key pairs are specific to a region; for example, if you plan
to launch an instance in the US East (Ohio) Region, you must create a key pair for the instance in the
US East (Ohio) Region.
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4. Inthe navigation pane, under NETWORK & SECURITY, choose Key Pairs.
Tip
The navigation pane is on the left side of the console. If you do not see the pane, it might

be minimized; choose the arrow to expand the pane. You may have to scroll down to see the
Key Pairs link.
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Choose Create Key Pair.

Enter a name for the new key pair in the Key pair name field of the Create Key Pair dialog box,
and then choose Create. Use a name that is easy for you to remember, such as your IAM user name,
followed by -key-pair, plus the region name. For example, me-key-pair-useast2.

The private key file is automatically downloaded by your browser. The base file name is the name
you specified as the name of your key pair, and the file name extension is . pem. Save the private key
file in a safe place.

Important

This is the only chance for you to save the private key file. You'll need to provide the name
of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

If you will use an SSH client on a Mac or Linux computer to connect to your Linux instance, use the
following command to set the permissions of your private key file so that only you can read it.

chmod 400 your_ user_name-key-pair-region_name.pem

If you do not set these permissions, then you cannot connect to your instance using this key pair. For
more information, see Error: Unprotected Private Key File (p. 1006).

For more information, see Amazon EC2 Key Pairs (p. 602).

To connect to your instance using your key pair

To connect to your Linux instance from a computer running Mac or Linux, you'll specify the . pem file to
your SSH client with the -i option and the path to your private key. To connect to your Linux instance
from a computer running Windows, you can use PuTTY, the Windows Subsystem for Linux, or AWS
Systems Manager Session Manager. If you plan to use PuTTY, you'll need to use the following procedure
to convert the . pen file to a . ppk file.

(Optional) To prepare to connect to a Linux instance from Windows using PuTTY

1.

Download and install PuTTY from http://www.chiark.greenend.org.uk/~sgtatham/putty/. Be sure
to install the entire suite.

Start PuTTYgen (for example, from the Start menu, choose All Programs > PuTTY > PuTTYgen).
Under Type of key to generate, choose RSA.

Parameaters

Type of key to generate:

= R5A DSA ECDSA ED25519 55H-1 (RSA)
humber of bits in a generated key: [208 |
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4. Choose Load. By default, PuTTYgen displays only files with the extension . ppk. To locate your .pem
file, select the option to display files of all types.

File name: - [Pu'l'l"!r Private Key Files (*.ppk) ']
PuTTY Private Ki Files (*.iik)

5. Select the private key file that you created in the previous procedure and choose Open. Choose OK
to dismiss the confirmation dialog box.

6. Choose Save private key. PuTTYgen displays a warning about saving the key without a passphrase.
Choose Yes.

7. Specify the same name for the key that you used for the key pair. PUTTY automatically adds the
. ppk file extension.

Create a Virtual Private Cloud (VPQC)

Amazon VPC enables you to launch AWS resources into a virtual network that you've defined, known

as a virtual private cloud (VPC). The newer EC2 instance types require that you launch your instances in
a VPC. If you have a default VPC, you can skip this section and move to the next task, Create a Security
Group (p. 24). To determine whether you have a default VPC, open the Amazon EC2 console and look
for Default VPC under Account Attributes on the dashboard. If you do not have a default VPC listed on
the dashboard, you can create a nondefault VPC using the steps below.

To create a nondefault VPC

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. From the navigation bar, select a region for the VPC. VPCs are specific to a region, so you should
select the same region in which you created your key pair.

3. On the VPC dashboard, choose Launch VPC Wizard.

4. On the Step 1: Select a VPC Configuration page, ensure that VPC with a Single Public Subnet is
selected, and choose Select.

5. Onthe Step 2: VPC with a Single Public Subnet page, enter a friendly name for your VPC in the
VPC name field. Leave the other default configuration settings, and choose Create VPC. On the
confirmation page, choose OK.

For more information about VPCs, see the Amazon VPC User Guide.

Create a Security Group

Security groups act as a firewall for associated instances, controlling both inbound and outbound traffic
at the instance level. You must add rules to a security group that enable you to connect to your instance
from your IP address using SSH. You can also add rules that allow inbound and outbound HTTP and
HTTPS access from anywhere.

Note that if you plan to launch instances in multiple regions, you'll need to create a security group in
each region. For more information about regions, see Regions and Availability Zones (p. 6).

Prerequisites

You'll need the public IPv4 address of your local computer. The security group editor in the Amazon

EC2 console can automatically detect the public IPv4 address for you. Alternatively, you can use the
search phrase "what is my IP address" in an Internet browser, or use the following service: Check IP. If
you are connecting through an Internet service provider (ISP) or from behind a firewall without a static IP
address, you need to find out the range of IP addresses used by client computers.
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To create a security group with least privilege

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
Tip
Alternatively, you can use the Amazon VPC console to create a security group. However,
the instructions in this procedure don't match the Amazon VPC console. Therefore, if you
switched to the Amazon VPC console in the previous section, either switch back to the

Amazon EC2 console and use these instructions, or use the instructions in Set Up a Security
Group for Your VPC in the Amazon VPC Getting Started Guide.

2. From the navigation bar, select a region for the security group. Security groups are specific to a
region, so you should select the same region in which you created your key pair.
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US West (M. California)
US West (Oregon)

Asia Pacific (Hong Kong)
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3. Choose Security Groups in the navigation pane.
4. Choose Create Security Group.

5. Enter a name for the new security group and a description. Use a name that is easy for you to
remember, such as your IAM user name, followed by _SG_, plus the region name. For example,
me_SG_uswest2.

6. Inthe VPC list, select your VPC. If you have a default VPC, it's the one that is marked with an asterisk
(*).

7. On the Inbound tab, create the following rules (choose Add Rule for each new rule), and then
choose Create:

o Choose HTTP from the Type list, and make sure that Source is set to Anywhere (0.0.0.0/0).
e Choose HTTPS from the Type list, and make sure that Source is set to Anywhere (0.0.0.0/0).

o Choose SSH from the Type list. In the Source box, choose My IP to automatically populate
the field with the public IPv4 address of your local computer. Alternatively, choose Custom
and specify the public IPv4 address of your computer or network in CIDR notation. To
specify an individual IP address in CIDR notation, add the routing suffix /32, for example,
203.0.113.25/32. If your company allocates addresses from a range, specify the entire range,
suchas 203.0.113.0/24.

Warning

For security reasons, we don't recommend that you allow SSH access from all IPv4
addresses (0.0.0.0/0) to your instance, except for testing purposes and only for a short
time.

For more information, see Amazon EC2 Security Groups for Linux Instances (p. 611).
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Getting Started with Amazon EC2
Linux Instances

Let's get started with Amazon Elastic Compute Cloud (Amazon EC2) by launching, connecting to, and
using a Linux instance. An instance is a virtual server in the AWS cloud. With Amazon EC2, you can set up
and configure the operating system and applications that run on your instance.

When you sign up for AWS, you can get started with Amazon EC2 using the AWS Free Tier. If you created
your AWS account less than 12 months ago, and have not already exceeded the free tier benefits for
Amazon EC2, it will not cost you anything to complete this tutorial, because we help you select options
that are within the free tier benefits. Otherwise, you'll incur the standard Amazon EC2 usage fees from
the time that you launch the instance until you terminate the instance (which is the final task of this
tutorial), even if it remains idle.

Contents
« Overview (p. 27)
« Prerequisites (p. 28)
« Step 1: Launch an Instance (p. 28)
« Step 2: Connect to Your Instance (p. 29)
« Step 3: Clean Up Your Instance (p. 29)
« Next Steps (p. 29)

Overview

The instance is an Amazon EBS-backed instance (meaning that the root volume is an EBS volume).

You can either specify the Availability Zone in which your instance runs, or let Amazon EC2 select an
Availability Zone for you. When you launch your instance, you secure it by specifying a key pair and
security group. When you connect to your instance, you must specify the private key of the key pair that
you specified when launching your instance.
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Tasks
To complete this tutorial, perform the following tasks:

1. Launch an Instance (p. 28)
2. Connect to Your Instance (p. 29)
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3. Clean Up Your Instance (p. 29)

Related Tutorials

« If you'd prefer to launch a Windows instance, see this tutorial in the Amazon EC2 User Guide for

Windows Instances: Getting Started with Amazon EC2 Windows Instances.

« If you'd prefer to use the command line, see this tutorial in the AWS Command Line Interface User

Guide: Using Amazon EC2 through the AWS CLI.

Prerequisites

Before you begin, be sure that you've completed the steps in Setting Up with Amazon EC2 (p. 19).

Step 1: Launch an Instance

You can launch a Linux instance using the AWS Management Console as described in the following
procedure. This tutorial is intended to help you launch your first instance quickly, so it doesn't cover all
possible options. For more information about the advanced options, see Launching an Instance.

To launch an instance

1.
2.
3.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
From the console dashboard, choose Launch Instance.

The Choose an Amazon Machine Image (AMI) page displays a list of basic configurations, called
Amazon Machine Images (AMis), that serve as templates for your instance. Select an HVM version of
Amazon Linux 2. Notice that these AMIs are marked "Free tier eligible."

On the Choose an Instance Type page, you can select the hardware configuration of your instance.
Select the t2.micro type, which is selected by default. Notice that this instance type is eligible for
the free tier.

Choose Review and Launch to let the wizard complete the other configuration settings for you.

On the Review Instance Launch page, under Security Groups, you'll see that the wizard created and
selected a security group for you. You can use this security group, or alternatively you can select the
security group that you created when getting set up using the following steps:

a. Choose Edit security groups.

On the Configure Security Group page, ensure that Select an existing security group is
selected.

c. Select your security group from the list of existing security groups, and then choose Review and
Launch.

On the Review Instance Launch page, choose Launch.

When prompted for a key pair, select Choose an existing key pair, then select the key pair that you
created when getting set up.

Alternatively, you can create a new key pair. Select Create a new key pair, enter a name for the key
pair, and then choose Download Key Pair. This is the only chance for you to save the private key file,
so be sure to download it. Save the private key file in a safe place. You'll need to provide the name of
your key pair when you launch an instance and the corresponding private key each time you connect
to the instance.

Warning
Don't select the Proceed without a key pair option. If you launch your instance without a
key pair, then you can't connect to it.

28


https://docs.aws.amazon.com/AWSEC2/latest/WindowsGuide/EC2_GetStarted.html
https://docs.aws.amazon.com/cli/latest/userguide/cli-using-ec2.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/launching-instance.html
https://console.aws.amazon.com/ec2/

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Step 2: Connect to Your Instance

Step

Step

10.

11.

When you are ready, select the acknowledgement check box, and then choose Launch Instances.

A confirmation page lets you know that your instance is launching. Choose View Instances to close
the confirmation page and return to the console.

On the Instances screen, you can view the status of the launch. It takes a short time for an instance
to launch. When you launch an instance, its initial state is pending. After the instance starts, its
state changes to running and it receives a public DNS name. (If the Public DNS (IPv4) column is
hidden, choose Show/Hide Columns (the gear-shaped icon) in the top right corner of the page and
then select Public DNS (IPv4).)

It can take a few minutes for the instance to be ready so that you can connect to it. Check that your
instance has passed its status checks; you can view this information in the Status Checks column.

2: Connect to Your Instance

There are several ways to connect to your Linux instance. For more information, see Connect to Your
Linux Instance (p. 447).

3

Important

You can't connect to your instance unless you launched it with a key pair for which you have the
.pem file and you launched it with a security group that allows SSH access from your computer.
If you can't connect to your instance, see Troubleshooting Connecting to Your Instance (p. 1001)
for assistance.

: Clean Up Your Instance

After you've finished with the instance that you created for this tutorial, you should clean up by
terminating the instance. If you want to do more with this instance before you clean up, see Next
Steps (p. 29).

Important

Terminating an instance effectively deletes it; you can't reconnect to an instance after you've
terminated it.

If you launched an instance that is not within the AWS Free Tier, you'll stop incurring charges for that
instance as soon as the instance status changes to shutting down or terminated. If you'd like to keep
your instance for later, but not incur charges, you can stop the instance now and then start it again later.
For more information, see Stopping Instances.

To terminate your instance

1.
2.
3.

In the navigation pane, choose Instances. In the list of instances, select the instance.
Choose Actions, Instance State, Terminate.
Choose Yes, Terminate when prompted for confirmation.

Amazon EC2 shuts down and terminates your instance. After your instance is terminated, it remains
visible on the console for a short while, and then the entry is deleted.

Next Steps

After you start your instance, you might want to try some of the following exercises:

« Learn how to remotely manage your EC2 instance using Run Command. For more information, see
AWS Systems Manager Run Command in the AWS Systems Manager User Guide.
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« Configure a CloudWatch alarm to notify you if your usage exceeds the Free Tier. For more information,
see Create a Billing Alarm in the AWS Billing and Cost Management User Guide.

« Add an EBS volume. For more information, see Creating an Amazon EBS Volume (p. 827) and
Attaching an Amazon EBS Volume to an Instance (p. 831).

« Install the LAMP stack. For more information, see Tutorial: Install a LAMP Web Server on Amazon Linux
2 (p. 33).
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Best Practices for Amazon EC2

This list of practices will help you get the maximum benefit from Amazon EC2.

Security and Network

Manage access to AWS resources and APIs using identity federation, IAM users, and IAM roles. Establish
credential management policies and procedures for creating, distributing, rotating, and revoking AWS
access credentials. For more information, see IAM Best Practices in the IAM User Guide.

Implement the least permissive rules for your security group. For more information, see Security Group
Rules (p. 612).

Regularly patch, update, and secure the operating system and applications on your instance. For more
information about updating Amazon Linux 2 or the Amazon Linux AMI, see Managing Software on
Your Linux Instance. For more information about updating your Windows instance, see Updating Your
Windows Instance in the Amazon EC2 User Guide for Windows Instances.

Storage

Understand the implications of the root device type for data persistence, backup, and recovery. For
more information, see Storage for the Root Device (p. 93).

Use separate Amazon EBS volumes for the operating system versus your data. Ensure that the volume
with your data persists after instance termination. For more information, see Preserving Amazon EBS
Volumes on Instance Termination (p. 487).

Use the instance store available for your instance to store temporary data. Remember that the data
stored in instance store is deleted when you stop or terminate your instance. If you use instance
store for database storage, ensure that you have a cluster with a replication factor that ensures fault
tolerance.

Resource Management

Use instance metadata and custom resource tags to track and identify your AWS resources. For
more information, see Instance Metadata and User Data (p. 529) and Tagging Your Amazon EC2
Resources (p. 975).

View your current limits for Amazon EC2. Plan to request any limit increases in advance of the time
that you'll need them. For more information, see Amazon EC2 Service Limits (p. 985).

Backup and Recovery

Regularly back up your EBS volumes using Amazon EBS snapshots (p. 846), and create an Amazon
Machine Image (AMI) (p. 91) from your instance to save the configuration as a template for
launching future instances.

Deploy critical components of your application across multiple Availability Zones, and replicate your
data appropriately.

Design your applications to handle dynamic IP addressing when your instance restarts. For more
information, see Amazon EC2 Instance IP Addressing (p. 684).

Monitor and respond to events. For more information, see Monitoring Amazon EC2 (p. 548).

Ensure that you are prepared to handle failover. For a basic solution, you can manually attach a
network interface or Elastic IP address to a replacement instance. For more information, see Elastic

Network Interfaces (p. 708). For an automated solution, you can use Amazon EC2 Auto Scaling. For
more information, see the Amazon EC2 Auto Scaling User Guide.
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« Regularly test the process of recovering your instances and Amazon EBS volumes if they fail.
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Tutorials for Amazon EC2 Instances
Running Linux

The following tutorials show you how to perform common tasks using EC2 instances running Linux. For
videos, see AWS Instructional Videos and Labs.

Tutorials
o Tutorial: Install a LAMP Web Server on Amazon Linux 2 (p. 33)
 Tutorial: Install a LAMP Web Server with the Amazon Linux AMI (p. 42)
« Tutorial: Hosting a WordPress Blog with Amazon Linux (p. 52)
« Tutorial: Configure SSL/TLS on Amazon Linux 2 (p. 60)
o Tutorial: Configure SSL/TLS on Amazon Linux (p. 75)
o Tutorial: Increase the Availability of Your Application on Amazon EC2 (p. 87)

Tutorial: Install a LAMP Web Server on Amazon
Linux 2

The following procedures help you install an Apache web server with PHP and MariaDB (a community-
developed fork of MySQL) support on your Amazon Linux 2 instance (sometimes called a LAMP

web server or LAMP stack). You can use this server to host a static website or deploy a dynamic PHP
application that reads and writes information to a database.

Important

To set up a LAMP web server on Amazon Linux AMI, see Tutorial: Install a LAMP Web Server with
the Amazon Linux AMI (p. 42).

If you are trying to set up a LAMP web server on an Ubuntu or Red Hat Enterprise Linux
instance, this tutorial will not work for you. For more information about other distributions,

see their specific documentation. For information about LAMP web servers on Ubuntu, see the
Ubuntu community documentation ApacheMySQLPHP topic.

Step 1: Prepare the LAMP Server

Prerequisites

This tutorial assumes that you have already launched a new instance using Amazon Linux 2, with a
public DNS name that is reachable from the internet. For more information, see Step 1: Launch an
Instance (p. 28). You must also have configured your security group to allow SSH (port 22), HTTP (port
80), and HTTPS (port 443) connections. For more information about these prerequisites, see Authorizing
Inbound Traffic for Your Linux Instances (p. 682).

Note

The following procedure installs the latest PHP version available on Amazon Linux 2, currently
PHP 7.2. If you plan to use PHP applications other than those described in this tutorial, you
should check their compatibility with PHP 7.2.

To prepare the LAMP server

1. Connect to your instance (p. 29).
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To ensure that all of your software packages are up to date, perform a quick software update on
your instance. This process may take a few minutes, but it is important to make sure that you have
the latest security updates and bug fixes.

The -y option installs the updates without asking for confirmation. If you would like to examine the
updates before installing, you can omit this option.

[ec2-user ~]% sudo yum update -y

Install the lamp-mariadb10.2-php7.2 and php7.2 Amazon Linux Extras repositories to get the
latest versions of the LAMP MariaDB and PHP packages for Amazon Linux 2.

[ec2-user ~]$ sudo amazon-linux-extras install -y lamp-mariadb10.2-php7.2 php7.2

Note

If you receive an error stating sudo: amazon-linux-extras: command not found,
then your instance was not launched with an Amazon Linux 2 AMI (perhaps you are using
the Amazon Linux AMI instead). You can view your version of Amazon Linux with the
following command.

cat /etc/system-release

To set up a LAMP web server on Amazon Linux AMI, see Tutorial: Install a LAMP Web Server
with the Amazon Linux AMI (p. 42).

Now that your instance is current, you can install the Apache web server, MariaDB, and PHP software
packages.

Use the yum install command to install multiple software packages and all related dependencies at
the same time.

[ec2-user ~]$ sudo yum install -y httpd mariadb-server

Note
You can view the current versions of these packages with the following command:

yum info package_name

Start the Apache web server.

[ec2-user ~]$% sudo systemctl start httpd

Use the systemctl command to configure the Apache web server to start at each system boot.

[ec2-user ~]$% sudo systemctl enable httpd

You can verify that httpd is on by running the following command:

[ec2-user ~]$% sudo systemctl is-enabled httpd

Add a security rule to allow inbound HTTP (port 80) connections to your instance if you have not
already done so. By default, a launch-wizard-~ security group was set up for your instance during
initialization. This group contains a single rule to allow SSH connections.

a. Openthe Amazon EC2 console at https://console.aws.amazon.com/ec2/.
b. Choose Instances and select your instance.
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c. Under Security groups, choose view inbound rules.

d. You should see the following list of rules in your default security group:

Ports Protocol Source launch-wizard-N
22 tecp 0.0.0.0/0 #

Security Groups associated with i-1234567890abcdef0

Using the procedures in Adding Rules to a Security Group (p. 617), add a new inbound security

rule with the following values:

Type: HTTP
Protocol: TCP
« Port Range: 80

¢ Source: Custom

8. Test your web server. In a web browser, type the public DNS address (or the public IP address) of
your instance. If there is no content in /var /www/html, you should see the Apache test page. You
can get the public DNS for your instance using the Amazon EC2 console (check the Public DNS
column; if this column is hidden, choose Show/Hide Columns (the gear-shaped icon) and choose

Public DNS).

If you are unable to see the Apache test page, check that the security group you are using contains
a rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to your security

group, see Adding Rules to a Security Group (p. 617).

Important

If you are not using Amazon Linux, you may also need to configure the firewall on your
instance to allow these connections. For more information about how to configure the

firewall, see the documentation for your specific distribution.

Test Page

This page is used to test the proper operation of the Apache HTTP server after it has been installed. If yi
can read this page, it means that the Apache HTTP server installed at this site is working properly.

If you are a member of the general public:

The fact that you are seeing this page indicates that
the website you just visited is either experiencing
problems, or is undergoing routine maintenance.

If you would like to let the administrators of this
website know that you've seen this page instead of
the page you expected, you should send them
e-mail. In general, mail sent to the name
“webmaster" and directed to the website's domain
should reach the appropriate person.

For example, if you experienced problems while
visiting www.example.com, you should send e-mail
to "webmaster@example.com"”.

If you are the website administrator:

You may now add content to the directory /va
/heml/. Note that until you do so, people visitil
your website will see this page, and not your
content. To prevent this page from ever being
follow the instructions in the file sete/httpd/ie
fwelcomns.conf,

You are free to use the image below on web s
powered by the Apache HTTP Server:

wered by 2.4
-APACH
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Apache httpd serves files that are kept in a directory called the Apache document root. The Amazon
Linux Apache document root is /var /www/html, which by default is owned by root.

To allow the ec2-user account to manipulate files in this directory, you must modify the ownership and
permissions of the directory. There are many ways to accomplish this task. In this tutorial, you add ec2-
user to the apache group, to give the apache group ownership of the /var/www directory and assign
write permissions to the group.

To set file permissions

1. Add your user (in this case, ec2-user) to the apache group.

[ec2-user ~]$% sudo usermod -a -G apache ec2-user

2. Log out and then log back in again to pick up the new group, and then verify your membership.

a. Log out (use the exit command or close the terminal window):

[ec2-user ~]$% exit

b. To verify your membership in the apache group, reconnect to your instance, and then run the
following command:

[ec2-user ~]$ groups
ec2-user adm wheel apache systemd-journal

3. Change the group ownership of /var/www and its contents to the apache group.

[ec2-user ~]% sudo chown -R ec2-user:apache /var/www

4. To add group write permissions and to set the group ID on future subdirectories, change the
directory permissions of /var /www and its subdirectories.

[ec2-user ~]% sudo chmod 2775 /var/www && find /var/www -type d -exec sudo chmod 2775

{} \;

5. To add group write permissions, recursively change the file permissions of /var /www and its
subdirectories:

[ec2-user ~]$% find /var/www -type f -exec sudo chmod 0664 {} \;

Now, ec2-user (and any future members of the apache group) can add, delete, and edit files in the
Apache document root, enabling you to add content, such as a static website or a PHP application.

To secure your web server (Optional)

A web server running the HTTP protocol provides no transport security for the data that it sends or
receives. When you connect to an HTTP server using a web browser, the URLs that you visit, the content
of webpages that you receive, and the contents (including passwords) of any HTML forms that you
submit are all visible to eavesdroppers anywhere along the network pathway. The best practice for
securing your web server is to install support for HTTPS (HTTP Secure), which protects your data with
SSL/TLS encryption.

For information about enabling HTTPS on your server, see Tutorial: Configure SSL/TLS on Amazon Linux
2 (p. 60).
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Step 2: Test Your LAMP Server

If your server is installed and running, and your file permissions are set correctly, your ec2-user account
should be able to create a PHP file in the /var/www/html directory that is available from the internet.

To test your LAMP server

1. Create a PHP file in the Apache document root.

[ec2-user ~]$ echo "<?php phpinfo(); ?>" > /var/www/html/phpinfo.php

If you get a "Permission denied" error when trying to run this command, try logging out and
logging back in again to pick up the proper group permissions that you configured in To set file
permissions (p. 36).

2. In aweb browser, type the URL of the file that you just created. This URL is the public DNS address
of your instance followed by a forward slash and the file name. For example:

http://my.public.dns.amazonaws.com/phpinfo.php

You should see the PHP information page:

System Linux ip-172-31-22-15.us-west-2.compute.internal 4.9.62-10.57.amzn2.x86_
2017 xB6_64

Build Date Dec 13 2017 03:34:37

Server API Apache 2.0 Handler

Virtual Directory Support disabled

Configuration File (php.ini) Path /etc

Loaded Configuration File fetc/php.ini

Scan this dir for additional .ini files /eteiphp.d

Additional .ini files parsed letc/php.df20-bz2.ini, fetc/php.df20-calendar.ini, fetc/php.d/20-ctype.ini, /etc/

Jetc/php.di20-fileinfo.ini, /ete/php.df20-ftp.ini, /ete/php.d/20-gettext.ini, fetciph
/ete/php.di20-mysqlnd.ini, /ete/iphp.d/20-pdo.ini, fetciphp.d/20-phar.ini, /etcdpl
sqlited.ini, /fetc/php.d/20-tokenizer.ini, fetc/php.di30-mysali.ini, /etc/iphp.df30-)

pdo_sqlite.ini
PHP API 20170718
PHP Extension 20170718
Zend Extension 320170718
Zend Extension Build APIR20170718,NTS
PHP Extension Build API20170718,NTS

Note

If you do not see this page, verify that the /var/www/html/phpinfo.php file was created
properly in the previous step. You can also verify that all of the required packages were
installed with the following command.

[ec2-user ~]$% sudo yum list installed httpd mariadb-server php-mysqlnd
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If any of the required packages are not listed in your output, install them with the sudo
yum install package command. Also verify that the php7.2 and lamp-mariadb10.2-
php7.2 extras are enabled in the out put of the amazon-linux-extras command.

Delete the phpinfo.php file. Although this can be useful information, it should not be broadcast to
the internet for security reasons.

[ec2-user ~]% rm /var/www/html/phpinfo.php

You should now have a fully functional LAMP web server. If you add content to the Apache document
root at /var/www/html, you should be able to view that content at the public DNS address for your
instance.

Step 3: Secure the Database Server

The default installation of the MariaDB server has several features that are great for testing

and development, but they should be disabled or removed for production servers. The
mysql_secure_installation command walks you through the process of setting a root password and
removing the insecure features from your installation. Even if you are not planning on using the MariaDB
server, we recommend performing this procedure.

To secure the MariaDB server

1.

Start the MariaDB server.

[ec2-user ~]$% sudo systemctl start mariadb

Run mysql_secure_installation.

[ec2-user ~]$ sudo mysql_secure_installation

a.  When prompted, type a password for the root account.

i. Type the current root password. By default, the root account does not have a password set.
Press Enter.

ii. Type Y to set a password, and type a secure password twice. For more information about
creating a secure password, see https://identitysafe.norton.com/password-generator/.
Make sure to store this password in a safe place.

Note

Setting a root password for MariaDB is only the most basic measure for securing
your database. When you build or install a database-driven application, you
typically create a database service user for that application and avoid using the
root account for anything but database administration.

Type Y to remove the anonymous user accounts.
Type Y to disable the remote root login.
Type Y to remove the test database.

®an o

Type Y to reload the privilege tables and save your changes.

(Optional) If you do not plan to use the MariaDB server right away, stop it. You can restart it when
you need it again.

[ec2-user ~]% sudo systemctl stop mariadb

(Optional) If you want the MariaDB server to start at every boot, type the following command.
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[ec2-user ~]$% sudo systemctl enable mariadb

Step 4: (Optional) Install phpMyAdmin

phpMyAdmin is a web-based database management tool that you can use to view and edit the MySQL
databases on your EC2 instance. Follow the steps below to install and configure phpMyAdmin on your
Amazon Linux instance.

Important

We do not recommend using phpMyAdmin to access a LAMP server unless you have enabled
SSL/TLS in Apache; otherwise, your database administrator password and other data are
transmitted insecurely across the internet. For security recommendations from the developers,
see Securing your phpMyAdmin installation. For general information about securing a web
server on an EC2 instance, see Tutorial: Configure SSL/TLS on Amazon Linux 2 (p. 60).

To install phpMyAdmin

1. Install the required dependencies.

[ec2-user ~]% sudo yum install php-mbstring -y

2. Restart Apache.

[ec2-user ~]$% sudo systemctl restart httpd

3. Restart php-fpm.

[ec2-user ~]$% sudo systemctl restart php-fpm

4. Navigate to the Apache document root at /var /www/html.

[ec2-user ~]% cd /var/www/html

5. Select a source package for the latest phpMyAdmin release from https://www.phpmyadmin.net/
downloads. To download the file directly to your instance, copy the link and paste it into a wget
command, as in this example:

[ec2-user html]$ wget https://www.phpmyadmin.net/downloads/phpMyAdmin-latest-all-
languages. tar.gz

6. Create a phpMyAdmin folder and extract the package into it with the following command.

[ec2-user html]$ mkdir phpMyAdmin && tar -xvzf phpMyAdmin-latest-all-languages.tar.gz -
C phpMyAdmin --strip-components 1

7. Delete the phpMyAdmin-latest-all-languages.tar.gz tarball.

[ec2-user html]$ rm phpMyAdmin-latest-all-languages.tar.gz

8. (Optional) If the MySQL server is not running, start it now.

[ec2-user ~]$% sudo systemctl start mariadb
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In a web browser, type the URL of your phpMyAdmin installation. This URL is the public DNS
address (or the public IP address) of your instance followed by a forward slash and the name of your
installation directory. For example:

http://my.public.dns.amazonaws.com/phpMyAdmin

You should see the phpMyAdmin login page:

php
Welcome to phpMyAdmin

Language

English j

Login &

Username:
root

Password:

Go
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10. Log in to your phpMyAdmin installation with the root user name and the MySQL root password you
created earlier.

Your installation must still be configured before you put it into service. To configure phpMyAdmin,
you can manually create a configuration file, use the setup console, or combine both approaches.

For information about using phpMyAdmin, see the phpMyAdmin User Guide.

Troubleshooting

This section offers suggestions for resolving common problems you may encounter while setting up a
new LAMP server.

| can't connect to my server using a web browser.

Perform the following checks to see if your Apache web server is running and accessible.

« Is the web server running?

You can verify that httpd is on by running the following command:

[ec2-user ~]$% sudo systemctl is-enabled httpd

If the httpd process is not running, repeat the steps described in To prepare the LAMP
server (p. 33).

« Is the firewall correctly configured?

If you are unable to see the Apache test page, check that the security group you are using contains a
rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to your security group,
see Adding Rules to a Security Group (p. 617).

Related Topics

For more information about transferring files to your instance or installing a WordPress blog on your web
server, see the following documentation:

« Transferring Files to Your Linux Instance Using WinSCP (p. 465)
 Transferring Files to Linux Instances from Linux Using SCP (p. 450)
« Tutorial: Hosting a WordPress Blog with Amazon Linux (p. 52)

For more information about the commands and software used in this tutorial, see the following
webpages:

« Apache web server: http://httpd.apache.org/

« MariaDB database server: https://mariadb.org/

« PHP programming language: http://php.net/

o The chmod command: https://en.wikipedia.org/wiki/Chmod
o The chown command: https://en.wikipedia.org/wiki/Chown

For more information about registering a domain name for your web server, or transferring an existing
domain name to this host, see Creating and Migrating Domains and Subdomains to Amazon Route 53 in
the Amazon Route 53 Developer Guide.
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Tutorial: Install a LAMP Web Server with the
Amazon Linux AMI

The following procedures help you install an Apache web server with PHP and MySQL support on your
Amazon Linux instance (sometimes called a LAMP web server or LAMP stack). You can use this server
to host a static website or deploy a dynamic PHP application that reads and writes information to a
database.

Important

To set up a LAMP web server on Amazon Linux 2, see Tutorial: Install a LAMP Web Server on
Amazon Linux 2 (p. 33).

If you are trying to set up a LAMP web server on an Ubuntu or Red Hat Enterprise Linux
instance, this tutorial will not work for you. For more information about other distributions,
see their specific documentation. For information about LAMP web servers on Ubuntu, see the
Ubuntu community documentation ApacheMySQLPHP topic.

Step 1: Prepare the LAMP Server

Prerequisites

This tutorial assumes that you have already launched a new instance using the Amazon Linux AMI, with
a public DNS name that is reachable from the internet. For more information, see Step 1: Launch an
Instance (p. 28). You must also have configured your security group to allow SSH (port 22), HTTP (port
80), and HTTPS (port 443) connections. For more information about these prerequisites, see Authorizing
Inbound Traffic for Your Linux Instances (p. 682).

To install and start the LAMP web server with the Amazon Linux AMI

1. Connect to your instance (p. 29).

2. To ensure that all of your software packages are up to date, perform a quick software update on
your instance. This process may take a few minutes, but it is important to make sure that you have
the latest security updates and bug fixes.

The -y option installs the updates without asking for confirmation. If you would like to examine the
updates before installing, you can omit this option.

[ec2-user ~]% sudo yum update -y

3. Now that your instance is current, you can install the Apache web server, MySQL, and PHP software
packages.

Note

Some applications may not be compatible with the following recommended software
environment. Before installing these packages, check whether your LAMP applications
are compatible with them. If there is a problem, you may need to install an alternative
environment. For more information, see The application software | want to run on my
server is incompatible with the installed PHP version or other software (p. 51)

Use the yum install command to install multiple software packages and all related dependencies at
the same time.

[ec2-user ~]$%$ sudo yum install -y httpd24 php70 mysql56-server php70-mysqlnd
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Note

If you receive the error No package package-name available, then your instance was
not launched with the Amazon Linux AMI (perhaps you are using Amazon Linux 2 instead).
You can view your version of Amazon Linux with the following command.

cat /etc/system-release

Start the Apache web server.

[ec2-user ~]$% sudo service httpd start
Starting httpd: [ OK ]

Use the chkconfig command to configure the Apache web server to start at each system boot.

[ec2-user ~]$ sudo chkconfig httpd on

The chkconfig command does not provide any confirmation message when you successfully use it to
enable a service.

You can verify that httpd is on by running the following command:

[ec2-user ~]% chkconfig --list httpd
httpd O:off l:0ff 2:0n 3:on 4:on 5:on 6:0ff

Here, httpd is on in runlevels 2, 3, 4, and 5 (which is what you want to see).

Add a security rule to allow inbound HTTP (port 80) connections to your instance if you have not
already done so. By default, a launch-wizard-N security group was set up for your instance during
initialization. This group contains a single rule to allow SSH connections.

a. Openthe Amazon EC2 console at https://console.aws.amazon.com/ec2/.

b. Choose Instances and select your instance.

¢.  Under Security groups, choose view inbound rules.

o

You should see the following list of rules in your default security group:

Security Groups associated with i-1234567890abcdef0
Ports Protocol Source launch-wizard-N
22 tecp 0.0.0.0/0 #

Using the procedures in Adding Rules to a Security Group (p. 617), add a new inbound security
rule with the following values:

o Type: HTTP

« Protocol: TCP

« Port Range: 80

« Source: Custom

Test your web server. In a web browser, type the public DNS address (or the public IP address) of
your instance. If there is no content in /var /www/html, you should see the Apache test page. You
can get the public DNS for your instance using the Amazon EC2 console (check the Public DNS
column; if this column is hidden, choose Show/Hide Columns (the gear-shaped icon) and choose
Public DNS).
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If you are unable to see the Apache test page, check that the security group you are using contains
a rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to your security
group, see Adding Rules to a Security Group (p. 617).

Important

If you are not using Amazon Linux, you may also need to configure the firewall on your
instance to allow these connections. For more information about how to configure the
firewall, see the documentation for your specific distribution.

Amazon Linux AMI Test Page

This page is used to test the proper operation of the Apache HTTP server after it has been installed. If you can reac
this page, it means that the web server installed at this site is working properly, but has not yet been configured.

If you are a member of the general public:

The fact that you are seeing this page indicates that
the website you just visited is either experiencing
problems, or is undergoing routine maintenance.

If you would like to let the administrators of this
website know that you've seen this page instead of the
page you expected, you should send them e-mail. In
general, mail sent to the name "webmaster”" and
directed to the website's domain should reach the
appropriate person.

For example, if you experienced problems while
visiting www.example.com, you should send e-mail to

If you are the website administrator:

You may now add content to the directory /var/www
/htm1/. Note that until you do so, people visiting your
website will see this page, and not your content. To
prevent this page from ever being used, follow the
instructions in the file fetc/httpd/conf.d
Swelcome.conf.

You are free to use the images below on Apache and
Amazon Linux AMI powered HTTP servers. Thanks
for using Apache and the Amazon Linux AMI!

wered by 2.4
APACH

“webmaster@example.com".

The Amazon Linux AM| is a supported and maintained
Linux image provided by Amazon Web Services for
use on Amazon Elastic Compute Cloud {Amazon
EC2). It is designed fo provide a stable, secure, and
high performance execution environment for
applications running on Amazon EC2. It also includes
packages that enable easy integration with AWS,
including launch configuration tools and many popular
AWS libraries and tools. Amazon Web Services
provides ongoing security and maintenance updates
to all instances running the Amazon Linux AMI. The
Amazon Linux AMI is provided at no additional charge
to Amazon EC2 users.

ELECTRICITY E

Note

This test page appears only when there is no content in /var /www/html. When you add
content to the document root, your content appears at the public DNS address of your
instance instead of this test page.

Apache httpd serves files that are kept in a directory called the Apache document root. The Amazon
Linux Apache document root is /var /www/html, which by default is owned by root.

[ec2-user ~]% 1s -1 /var/www

total 16

drwxr-xr-x 2 root root 4096 Jul 12 01:00 cgi-bin
drwxr-xr-x 3 root root 4096 Aug 7 00:02 error
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drwxr-xr-x 2 root root 4096 Jan 6 2012 html
drwxr-xr-x 3 root root 4096 Aug 7 00:02 icons
drwxr-xr-x 2 root root 4096 Aug 7 21:17 noindex

To allow the ec2-user account to manipulate files in this directory, you must modify the ownership and
permissions of the directory. There are many ways to accomplish this task. In this tutorial, you add ec2-
user to the apache group, to give the apache group ownership of the /var/www directory and assign
write permissions to the group.

To set file permissions

1. Add your user (in this case, ec2-user) to the apache group.

[ec2-user ~]% sudo usermod -a -G apache ec2-user

2. Log out and then log back in again to pick up the new group, and then verify your membership.

a. Log out (use the exit command or close the terminal window):

[ec2-user ~]% exit

b. To verify your membership in the apache group, reconnect to your instance, and then run the
following command:

[ec2-user ~]$ groups
ec2-user wheel apache

3. Change the group ownership of /var/www and its contents to the apache group.

[ec2-user ~]% sudo chown -R ec2-user:apache /var/www

4. To add group write permissions and to set the group ID on future subdirectories, change the
directory permissions of /var /www and its subdirectories.

[ec2-user ~]$% sudo chmod 2775 /var/www
[ec2-user ~]$% find /var/www -type d -exec sudo chmod 2775 {} \;

5. To add group write permissions, recursively change the file permissions of /var/www and its
subdirectories:

[ec2-user ~]$ find /var/www -type f -exec sudo chmod 0664 {} \;

Now, ec2-user (and any future members of the apache group) can add, delete, and edit files in the
Apache document root, enabling you to add content, such as a static website or a PHP application.

(Optional) Secure your web server

A web server running the HTTP protocol provides no transport security for the data that it sends or
receives. When you connect to an HTTP server using a web browser, the URLs that you visit, the content
of webpages that you receive, and the contents (including passwords) of any HTML forms that you
submit are all visible to eavesdroppers anywhere along the network pathway. The best practice for
securing your web server is to install support for HTTPS (HTTP Secure), which protects your data with
SSL/TLS encryption.

For information about enabling HTTPS on your server, see Tutorial: Configure SSL/TLS on Amazon
Linux (p. 75).
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Step 2: Test Your Lamp

If your server is installed and running, and you

Server

r file permissions are set correctly, your ec2-user account

should be able to create a PHP file in the /var /www/html directory that is available from the internet.

To test your LAMP web server

1. Create a PHP file in the Apache document

root.

[ec2-user ~]$ echo "<?php phpinfo();

?>" > /var/www/html/phpinfo.php

If you get a "Permission denied" error when trying to run this command, try logging out and logging

back in again to pick up the proper group
LAMP Server (p. 42).

2. In a web browser, type the URL of the file

permissions that you configured in Step 1: Prepare the

that you just created. This URL is the public DNS address

of your instance followed by a forward slash and the file name. For example:

http://my.public.dns.amazonaws.com/phpinfo.php

You should see the PHP information page:

System Limux ip-172-31-7-35 3.14.35-28.38.amzn1.x86_64 #1 SMP Wed Mar 11 22:50:37 UTC 2015 x86_64

Build Date Mar 5 2015 23:26:53

Server AP| Apache 2.0 Handler

Virtual Directory Support disabled

Canfiguration File {php.ini) Path fete

Loaded Configuration File fetciphp.ini

Scan this dir for additional .inl files fetc/iphp-5.6.d

Additional .ini files parsed Jfetciphp-5.8.4/20-bz2.ini, fetc/php-5.6.d/20-calendar.ini p-5.6.4/20-clype.ini, felc/php-5.5.0/20-c
Jetciphp-5.6.d/20-dom.in, mlc.hhp-&ﬁ dr20-exit.ini, fs'td;*lp-S 6.d/20-fileinfo.ini, felc/php-5.6.d/20-f1p.in
5.6.df20-gettext.ini, /etciphp-5. hwmhhhu#m 6.dr20-mysqind.ini, fetc/php-5.6.d/20-pdo.ini,
5.6.d/20-phar.ini, fetc/php-5.6.d/20-posicini, fetc/php-5.6.d/20-shmop.ini, felc/php-5.6.4/20-simplexm.i

5.8, | : 5 J B.0/20-5y5v:
Jetciphp-5.6.0/20-sysvshm.ini, fetc/php-5.6.0/20-tokenizer.ini, /etc/php-5.6.d/20-xmlini, /etc/php-5.6.0/2
xrnbwriter.ini, fete/php-5.6.d/20-xsl.ini, fete/php-5.6.4/20-zip ini, fslc/php-5.6.4/30-mysqlini, jelc/php-5.6
mysqll.ini, fetciphp-5.6.0/30-pdo_mysql.ini, /ete/php-5.6.4/30-pda_ sqllis ini, felc/php-5.6.d/30-wdd:x.in,
5.6.df0-xmireader.ini, mmﬂmPEEdM&paﬂd Jleiciphp-5.6.d/php.ini

PHP API 20131106
PHP Extension 20131226
Zend Extension 220131226
Zend Extension Build API220131226 NTS
PHP Extension Build API20131226,NTS

If you do not see this page, verify that the /var/www/html/phpinfo.php file was created properly
in the previous step. You can also verify that all of the required packages were installed with the
following command. The package versions in the second column do not need to match this example

output.

[ec2-user ~]$ sudo yum list installed httpd24 php70 mysqgl56-server php70-mysqglnd
Loaded plugins: priorities, update-motd, upgrade-helper

Installed Packages
httpd24.x86_64
updates

2.4.25-1.68.amznl @amzn-
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mysqgl56-server .x86_64 5.6.35-1.23.amznl @amzn-
updates
php70.x86_64 7.0.14-1.20.amznl @amzn-
updates
php70-mysglnd.x86_64 7.0.14-1.20.amznl @amzn-
updates

If any of the required packages are not listed in your output, install them using the sudo yum install
package command.

Delete the phpinfo.php file. Although this can be useful information, it should not be broadcast to
the internet for security reasons.

[ec2-user ~]% ¥rm /var/www/html/phpinfo.php

Step 3: Secure the Database Server

The default installation of the MySQL server has several features that are great for testing

and development, but they should be disabled or removed for production servers. The
mysql_secure_installation command walks you through the process of setting a root password and
removing the insecure features from your installation. Even if you are not planning on using the MySQL
server, we recommend performing this procedure.

To secure the database server

1.

Start the MySQL server.

[ec2-user ~]% sudo service mysqld start
Initializing MySQL database:

PLEASE REMEMBER TO SET A PASSWORD FOR THE MySQL root USER !

Starting mysqgld: [ OK ]

Run mysql_secure_installation.

[ec2-user ~]$ sudo mysql_secure_installation

a.  When prompted, type a password for the root account.

i. Type the current root password. By default, the root account does not have a password set.
Press Enter.

ii. Type Y to set a password, and type a secure password twice. For more information about
creating a secure password, see https://identitysafe.norton.com/password-generator/.
Make sure to store this password in a safe place.

Note

Setting a root password for MySQL is only the most basic measure for securing
your database. When you build or install a database-driven application, you
typically create a database service user for that application and avoid using the
root account for anything but database administration.

b. Type Y to remove the anonymous user accounts.
c. Type Y to disable the remote root login.
d. Type Y to remove the test database.
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e. Type Y to reload the privilege tables and save your changes.

3. (Optional) If you do not plan to use the MySQL server right away, stop it. You can restart it when you
need it again.

[ec2-user ~]$% sudo service mysqld stop
Stopping mysqgld: [ OK ]

4. (Optional) If you want the MySQL server to start at every boot, type the following command.

[ec2-user ~]$ sudo chkconfig mysqld on

You should now have a fully functional LAMP web server. If you add content to the Apache document
root at /var /www/html, you should be able to view that content at the public DNS address for your
instance.

Step 4: (Optional) Install phpMyAdmin
To install phpMyAdmin

phpMyAdmin is a web-based database management tool that you can use to view and edit the MySQL
databases on your EC2 instance. Follow the steps below to install and configure phpMyAdmin on your
Amazon Linux instance.

Important

We do not recommend using phpMyAdmin to access a LAMP server unless you have enabled
SSL/TLS in Apache; otherwise, your database administrator password and other data are
transmitted insecurely across the internet. For security recommendations from the developers,
see Securing your phpMyAdmin installation.

Note

The Amazon Linux package management system does not currently support the automatic
installation of phpMyAdmin in a PHP 7 environment. This tutorial describes how to install
phpMyAdmin manually.

1. Login to your EC2 instance using SSH.
2. Install the required dependencies.

[ec2-user ~]$ sudo yum install php70-mbstring.x86_64 php70-zip.x86_64 -y

3. Restart Apache.

[ec2-user ~]$ sudo service httpd restart
Stopping httpd: [ OK ]
Starting httpd: [ OK ]

4. Navigate to the Apache document root at /var /www/html.

[ec2-user ~]% cd /var/www/html
[ec2-user html]$

5. Select a source package for the latest phpMyAdmin release from https://www.phpmyadmin.net/
downloads. To download the file directly to your instance, copy the link and paste it into a wget
command, as in this example:

[ec2-user html]$ wget https://www.phpmyadmin.net/downloads/phpMyAdmin-latest-all-
languages. tar.gz
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Create a phpMyAdmin folder and extract the package into it using the following command.

[ec2-user html]$ mkdir phpMyAdmin && tar -xvzf phpMyAdmin-latest-all-languages.tar.gz -
C phpMyAdmin --strip-components 1

Delete the phpMyAdmin-latest-all-languages. tar.gz tarball.

[ec2-user html]$ rm phpMyAdmin-latest-all-languages.tar.gz

(Optional) If the MySQL server is not running, start it now.

[ec2-user ~]% sudo service mysqld start
Starting mysqgld: [ OK ]

In a web browser, type the URL of your phpMyAdmin installation. This URL is the public DNS
address (or the public IP address) of your instance followed by a forward slash and the name of your
installation directory. For example:

http://my.public.dns.amazonaws.com/phpMyAdmin

You should see the phpMyAdmin login page:
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php
Welcome to phpMyAdmin

Language

English j

Login &

Username:
root

Password:

Go

10. Log in to your phpMyAdmin installation with the root user name and the MySQL root password you
created earlier.

Your installation must still be configured before you put it into service. To configure phpMyAdmin,
you can manually create a configuration file, use the setup console, or combine both approaches.

For information about using phpMyAdmin, see the phpMyAdmin User Guide.
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Troubleshooting

This section offers suggestions for resolving common problems you may encounter while setting up a
new LAMP server.

| can't connect to my server using a web browser.
Perform the following checks to see if your Apache web server is running and accessible.
« Is the web server running?

You can verify that httpd is on by running the following command:

[ec2-user ~]$%$ chkconfig --list httpd
httpd 0:o0ff l:0ff 2:0on 3:on 4:on 5:o0n 6:0ff

Here, httpd is on in runlevels 2, 3, 4, and 5 (which is what you want to see).

If the httpd process is not running, repeat the steps described in Step 1: Prepare the LAMP
Server (p. 42).

« Is the firewall correctly configured?

If you are unable to see the Apache test page, check that the security group you are using contains a
rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to your security group,
see Adding Rules to a Security Group (p. 617).

The application software | want to run on my server is
incompatible with the installed PHP version or other software

This tutorial recommends installing the most up-to-date versions of Apache HTTP Server, PHP, and
MySQL. Before installing an additional LAMP application, check its requirements to confirm that it is
compatible with your installed environment. If the latest version of PHP is not supported, it is possible
(and entirely safe) to downgrade to an earlier supported configuration. You can also install more than
one version of PHP in parallel, which solves certain compatibility problems with a minimum of effort. For
information about configuring a preference among multiple installed PHP versions, see Amazon Linux
AMI 2016.09 Release Notes.

How to downgrade
The well-tested previous version of this tutorial called for the following core LAMP packages:

e httpd24
e php56
e mysgl55-server

¢ php56-mysqlnd

If you have already installed the latest packages as recommended at the start of this tutorial, you must
first uninstall these packages and other dependencies as follows:

[ec2-user ~]% sudo yum remove -y httpd24 php70 mysql56-server php70-mysqlnd perl-DBD-
MySQL56

Next, install the replacement environment:
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[ec2-user ~]% sudo yum install -y httpd24 php56 mysql55-server php56-mysqlnd

If you decide later to upgrade to the recommended environment, you must first remove the customized
packages and dependencies:

[ec2-user ~]$% sudo yum remove -y httpd24 php56 mysql55-server php56-mysqlnd perl-DBD-
MySQL55

Now you can install the latest packages, as described earlier.

Related Topics

For more information about transferring files to your instance or installing a WordPress blog on your web
server, see the following documentation:

« Transferring Files to Your Linux Instance Using WinSCP (p. 465)
 Transferring Files to Linux Instances from Linux Using SCP (p. 450)
« Tutorial: Hosting a WordPress Blog with Amazon Linux (p. 52)

For more information about the commands and software used in this tutorial, see the following
webpages:

« Apache web server: http://httpd.apache.org/

o MySQL database server: http://www.mysqgl.com/

« PHP programming language: http://php.net/

o The chmod command: https://en.wikipedia.org/wiki/Chmod
o The chown command: https://en.wikipedia.org/wiki/Chown

For more information about registering a domain name for your web server, or transferring an existing
domain name to this host, see Creating and Migrating Domains and Subdomains to Amazon Route 53 in
the Amazon Route 53 Developer Guide.

Tutorial: Hosting a WordPress Blog with Amazon
Linux

The following procedures will help you install, configure, and secure a WordPress blog on your Amazon
Linux instance. This tutorial is a good introduction to using Amazon EC2 in that you have full control over
a web server that hosts your WordPress blog, which is not typical with a traditional hosting service.

You are responsible for updating the software packages and maintaining security patches for your server.
For a more automated WordPress installation that does not require direct interaction with the web server
configuration, the AWS CloudFormation service provides a WordPress template that can also get you
started quickly. For more information, see Getting Started in the AWS CloudFormation User Guide. If
you'd prefer to host your WordPress blog on a Windows instance, see Deploying a WordPress Blog on
Your Amazon EC2 Windows Instance in the Amazon EC2 User Guide for Windows Instances. If you need

a high-availability solution with a decoupled database, see Deploying a High-Availability WordPress
Website in the AWS Elastic Beanstalk Developer Guide.

Important
These procedures are intended for use with Amazon Linux. For more information about other
distributions, see their specific documentation. Many steps in this tutorial do not work on
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Ubuntu instances. For help installing WordPress on an Ubuntu instance, see WordPress in the
Ubuntu documentation.

Prerequisites

This tutorial assumes that you have launched an Amazon Linux instance with a functional web server
with PHP and database (either MySQL or MariaDB) support by following all of the steps in Tutorial:
Install a LAMP Web Server with the Amazon Linux AMI (p. 42) for Amazon Linux AMI or Tutorial:

Install a LAMP Web Server on Amazon Linux 2 (p. 33) for Amazon Linux 2. This tutorial also has steps
for configuring a security group to allow HTTP and HTTPS traffic, as well as several steps to ensure that
file permissions are set properly for your web server. For information about adding rules to your security
group, see Adding Rules to a Security Group (p. 617).

We strongly recommend that you associate an Elastic IP address (EIP) to the instance you are using

to host a WordPress blog. This prevents the public DNS address for your instance from changing and
breaking your installation. If you own a domain name and you want to use it for your blog, you can
update the DNS record for the domain name to point to your EIP address (for help with this, contact your
domain name registrar). You can have one EIP address associated with a running instance at no charge.
For more information, see Elastic IP Addresses (p. 702).

If you don't already have a domain name for your blog, you can register a domain name with Route 53

and associate your instance's EIP address with your domain name. For more information, see Registering
Domain Names Using Amazon Route 53 in the Amazon Route 53 Developer Guide.

Install WordPress

Connect to your instance, and download the WordPress installation package.

To download and unzip the WordPress installation package

1. Download the latest WordPress installation package with the wget command. The following
command should always download the latest release.

[ec2-user ~]% wget https://wordpress.org/latest.tar.gz

2. Unzip and unarchive the installation package. The installation folder is unzipped to a folder called
wordpress.

[ec2-user ~]$%$ tar -xzf latest.tar.gz

To create a database user and database for your WordPress installation

Your WordPress installation needs to store information, such as blog posts and user comments, in a
database. This procedure helps you create your blog's database and a user that is authorized to read and
save information to it.

1. Start the database server.
¢ Amazon Linux 2

[ec2-user ~]$ sudo systemctl start mariadb

e Amazon Linux AMI

[ec2-user ~]$ sudo service mysqld start
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2. Login to the database server as the root user. Enter your database root password when prompted;
this may be different than your root system password, or it may even be empty if you have not
secured your database server.

If you have not secured your database server yet, it is important that you do so. For more
information, see To secure the database server (p. 47).

[ec2-user ~]% mysql -u root -p

3. Create a user and password for your MySQL database. Your WordPress installation uses these values
to communicate with your MySQL database. Enter the following command, substituting a unique
user name and password.

CREATE USER 'wordpress-user'@'localhost' IDENTIFIED BY 'your_ strong_password';

Make sure that you create a strong password for your user. Do not use the single quote character
(") in your password, because this will break the preceding command. For more information about
creating a secure password, go to http://www.pctools.com/guides/password/. Do not reuse an
existing password, and make sure to store this password in a safe place.

4. Create your database. Give your database a descriptive, meaningful name, such as wordpress-db.

Note

The punctuation marks surrounding the database name in the command below are called
backticks. The backtick (*) key is usually located above the Tab key on a standard keyboard.
Backticks are not always required, but they allow you to use otherwise illegal characters,
such as hyphens, in database names.

CREATE DATABASE “wordpress-db~;

5. Grant full privileges for your database to the WordPress user that you created earlier.

GRANT ALL PRIVILEGES ON “wordpress-db~.* TO "wordpress-user"@"localhost";

6. Flush the database privileges to pick up all of your changes.

FLUSH PRIVILEGES;

7. Exit the mysql client.

exit

To create and edit the wp-config.php file

The WordPress installation folder contains a sample configuration file called wp-config-sample.php.
In this procedure, you copy this file and edit it to fit your specific configuration.

1. Copy the wp-config-sample.php file to a file called wp-config.php. This creates a new
configuration file and keeps the original sample file intact as a backup.

[ec2-user ~]% cp wordpress/wp-config-sample.php wordpress/wp-config.php

2. Edit the wp-config.php file with your favorite text editor (such as nano or vim) and enter values
for your installation. If you do not have a favorite text editor, nano is suitable for beginners.

[ec2-user ~]$% nano wordpress/wp-config.php
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Find the line that defines DB_NAME and change database_name_here to the database
name that you created in Step 4 (p. 54) of To create a database user and database for your
WordPress installation (p. 53).

define('DB_NAME', 'wordpress-db');

Find the line that defines DB_USER and change username_here to the database user that
you created in Step 3 (p. 54) of To create a database user and database for your WordPress
installation (p. 53).

define('DB_USER', 'wordpress-user');

Find the line that defines DB_PASSWORD and change password_here to the strong password
that you created in Step 3 (p. 54) of To create a database user and database for your
WordPress installation (p. 53).

define( 'DB_PASSWORD', 'your_strong_password');

Find the section called Authentication Unique Keys and Salts. These KEY and SALT
values provide a layer of encryption to the browser cookies that WordPress users store on their
local machines. Basically, adding long, random values here makes your site more secure. Visit
https://api.wordpress.org/secret-key/1.1/salt/ to randomly generate a set of key values that
you can copy and paste into your wp-config.php file. To paste text into a PUTTY terminal,
place the cursor where you want to paste the text and right-click your mouse inside the PuTTY
terminal.

For more information about security keys, go to http://codex.wordpress.org/Editing_wp-
config.php#Security_Keys.

Note
The values below are for example purposes only; do not use these values for your
installation.

define('AUTH_KEY', ' #U$$+[RXN8:b*-L O(WU_+ c+WFkI~c]o]-bHw+)/
Aj[wTwSi1Z<Qb[mghEXcRh-"');

define('SECURE_AUTH_KEY', 'Zsz. P=1/]y.Lq)XjlkwS1y5NJ76E6EJ.AVOpCKZZB, *~*r ?60P
$edJT@;+(ndLg');

define('LOGGED_IN KEY', 'julqwre3V*+8f zOWf?{L1GsQ]Ye@2Jh*,8x>)Y |;(~[Iw]Pi
+LG#A4R?7N YB3');

define('NONCE_KEY', 'P(g62HeZxEes |LnIA1i=H, [XWK9I&[2s|:?0N}VIM%?;v2V]v+;
+A9eXUahg@: :C3j');

define('AUTH_SALT', 'C$DpB4HJj[JK:?{ql sRVa:{:7yShy(9A@5wg+ " JJIVb1fk%_-
Bx*M4(qc[Qg%JT!h');

define('SECURE_AUTH_SALT', 'd!uRu#}+q#{f$Z?Z9uFPG.${+S{n~1M&%@~gL>U>NV<zpD-@2-
Es7010-bp28EKV');

define('LOGGED_IN_SALT', ' 7{00P*owZf)KVD+FVILNn-~ >.|Y%Ug4#IA*LVd9QeZ &XmK |e(76miC
+&W&+70P/"');

define( 'NONCE_SALT', '=97r*V/cgxLmp?Zy4zUU4r990Q rGs2LTd%P; |

_eltS)8_B/,.6[=UK<J_y9?JWG');

Save the file and exit your text editor.

To install your WordPress files under the Apache document root

1.

Now that you've unzipped the installation folder, created a MySQL database and user, and
customized the WordPress configuration file, you are ready to copy your installation files to your
web server document root so you can run the installation script that completes your installation.
The location of these files depends on whether you want your WordPress blog to be available
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at the actual root of your web server (for example, my.public.dns.amazonaws.com) orin a
subdirectory or folder under the root (for example, my.public.dns.amazonaws.com/blog).

2. If you want WordPress to run at your document root, copy the contents of the wordpress installation
directory (but not the directory itself) as follows:

[ec2-user ~]% cp -r wordpress/* /var/www/html/

3. If you want WordPress to run in an alternative directory under the document root, first create that
directory, and then copy the files to it. In this example, WordPress will run from the directory blog:

[ec2-user ~]$ mkdir /var/www/html/blog
[ec2-user ~]% cp -r wordpress/* /var/www/html/blog/

Important

For security purposes, if you are not moving on to the next procedure immediately, stop the
Apache web server (httpd) now. After you move your installation under the Apache document
root, the WordPress installation script is unprotected and an attacker could gain access to your
blog if the Apache web server were running. To stop the Apache web server, enter the command
sudo service httpd stop. If you are moving on to the next procedure, you do not need to stop
the Apache web server.

To allow WordPress to use permalinks

WordPress permalinks need to use Apache .htaccess files to work properly, but this is not enabled by
default on Amazon Linux. Use this procedure to allow all overrides in the Apache document root.

1. Openthe httpd.conf file with your favorite text editor (such as nano or vim). If you do not have a
favorite text editor, nano is suitable for beginners.

[ec2-user ~]% sudo vim /etc/httpd/conf/httpd.conf

2. Find the section that starts with <Directory "/var/www/html">.

<Directory "/var/www/html">
#
Possible values for the Options directive are "None", "All",
or any combination of:
Indexes Includes FollowSymLinks SymLinksifOwnerMatch ExecCGI MultiViews

Note that "MultivViews" must be named *explicitly* --- "Options All"
doesn't give it to you.

The Options directive is both complicated and important. Please see
http://httpd.apache.org/docs/2.4/mod/core.html#options
for more information.

HOH O E KR HE KK W R W

Options Indexes FollowSymLinks

#

# AllowOverride controls what directives may be placed in .htaccess files.
# It can be "All", "None", or any combination of the keywords:

# Options FileInfo AuthConfig Limit

#

AllowOverride None

#

# Controls who can get stuff from this server.
#

Require all granted

56




Amazon Elastic Compute Cloud
User Guide for Linux Instances
Install WordPress

</Directory>

3. Changethe AllowOverride None line in the above section to read AllowOverride AlL.

Note
There are multiple AllowOverride lines in this file; be sure you change the line in the
<Directory "/var/www/html"> section.

AllowOverride All

4. Save the file and exit your text editor.

To fix file permissions for the Apache web server

Some of the available features in WordPress require write access to the Apache document root (such
as uploading media though the Administration screens). If you have not already done so, apply the
following group memberships and permissions (as described in greater detail in the LAMP web server
tutorial (p. 42)).

1. Grant file ownership of /var/www and its contents to the apache user.

[ec2-user ~]% sudo chown -R apache /var/www

2. Grant group ownership of /var /www and its contents to the apache group.

[ec2-user ~]$% sudo chgrp -R apache /var/www

3. Change the directory permissions of /var /www and its subdirectories to add group write
permissions and to set the group ID on future subdirectories.

[ec2-user ~]$ sudo chmod 2775 /var/www
[ec2-user ~]$% find /var/www -type d -exec sudo chmod 2775 {} \;

4. Recursively change the file permissions of /var/www and its subdirectories to add group write
permissions.

[ec2-user ~]$% find /var/www -type f -exec sudo chmod 0664 {} \;

5. Restart the Apache web server to pick up the new group and permissions.
e« Amazon Linux 2

[ec2-user ~]$% sudo systemctl restart httpd

«  Amazon Linux AMI

[ec2-user ~]$ sudo service httpd restart

To run the WordPress installation script with Amazon Linux 2

You are ready to install WordPress. The commands that you use depend on the operating system. The
commands in this procedure are for use with Amazon Linux 2. Use the procedure that follows this one
with Amazon Linux AMI.

1. Use the systemctl command to ensure that the httpd and database services start at every system
boot.
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[ec2-user ~]$ sudo systemctl enable httpd && sudo systemctl enable mariadb

2. Verify that the database server is running.

[ec2-user ~]$% sudo systemctl status mariadb

If the database service is not running, start it.

[ec2-user ~]$% sudo systemctl start mariadb

3. Verify that your Apache web server (httpd) is running.

[ec2-user ~]$% sudo systemctl status httpd

If the httpd service is not running, start it.

[ec2-user ~]$% sudo systemctl start httpd

4. In a web browser, type the URL of your WordPress blog (either the public DNS address for your
instance, or that address followed by the blog folder). You should see the WordPress installation
script. Provide the information required by the WordPress installation. Choose Install WordPress to
complete the installation. For more information, see Run the Install Script on the WordPress website.

To run the WordPress installation script with Amazon Linux AMI

1. Use the chkconfig command to ensure that the httpd and database services start at every system
boot.

[ec2-user ~]$% sudo chkconfig httpd on && sudo chkconfig mysqld on

2. Verify that the database server is running.

[ec2-user ~]$ sudo service mysqld status

If the database service is not running, start it.

[ec2-user ~]% sudo service mysqld start

3. Verify that your Apache web server (httpd) is running.

[ec2-user ~]$% sudo service httpd status

If the httpd service is not running, start it.

[ec2-user ~]$% sudo service httpd start

4. In a web browser, type the URL of your WordPress blog (either the public DNS address for your
instance, or that address followed by the blog folder). You should see the WordPress installation
script. Provide the information required by the WordPress installation. Choose Install WordPress to
complete the installation. For more information, see Run the Install Script on the WordPress website.
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Next Steps

After you have tested your WordPress blog, consider updating its configuration.
Use a Custom Domain Name

If you have a domain name associated with your EC2 instance's EIP address, you can configure your
blog to use that name instead of the EC2 public DNS address. For more information, see http://
codex.wordpress.org/Changing_The_Site_URL.

Configure Your Blog

You can configure your blog to use different themes and plugins to offer a more personalized experience
for your readers. However, sometimes the installation process can backfire, causing you to lose your
entire blog. We strongly recommend that you create a backup Amazon Machine Image (AMI) of your
instance before attempting to install any themes or plugins so you can restore your blog if anything goes
wrong during installation. For more information, see Creating Your Own AMI (p. 91).

Increase Capacity

If your WordPress blog becomes popular and you need more compute power or storage, consider the
following steps:

« Expand the storage space on your instance. For more information, see Amazon EBS Elastic
Volumes (p. 872).

« Move your MySQL database to Amazon RDS to take advantage of the service's ability to scale easily.
« Migrate to a larger instance type. For more information, see Changing the Instance Type (p. 246).

« Add additional instances. For more information, see Tutorial: Increase the Availability of Your
Application on Amazon EC2 (p. 87).

Learn More about WordPress

For information about WordPress, see the WordPress Codex help documentation at http://
codex.wordpress.org/. For more information about troubleshooting your installation, go to http://
codex.wordpress.org/Installing_WordPress#Common_Installation_Problems. For information about
making your WordPress blog more secure, go to http://codex.wordpress.org/Hardening_WordPress.
For information about keeping your WordPress blog up-to-date, go to http://codex.wordpress.org/
Updating_WordPress.

Help! My Public DNS Name Changed and now my
Blog is Broken

Your WordPress installation is automatically configured using the public DNS address for your EC2
instance. If you stop and restart the instance, the public DNS address changes (unless it is associated with
an Elastic IP address) and your blog will not work anymore because it references resources at an address
that no longer exists (or is assigned to another EC2 instance). A more detailed description of the problem
and several possible solutions are outlined in http://codex.wordpress.org/Changing_The_Site_URL.

If this has happened to your WordPress installation, you may be able to recover your blog with the
procedure below, which uses the wp-cli command line interface for WordPress.

To change your WordPress site URL with the wp-cli

1. Connect to your EC2 instance with SSH.

2. Note the old site URL and the new site URL for your instance. The old site URL is likely the public
DNS name for your EC2 instance when you installed WordPress. The new site URL is the current
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public DNS name for your EC2 instance. If you are not sure of your old site URL, you can use curl to
find it with the following command.

[ec2-user ~]$%$ curl localhost | grep wp-content

You should see references to your old public DNS name in the output, which will look like this (old
site URL in red):

<script type='text/javascript' src='http://ec2-52-8-139-223.us-
west-1.compute.amazonaws.com/wp-content/themes/twentyfifteen/js/functions.js?
ver=20150330"'></script>

3. Download the wp-cli with the following command.

[ec2-user ~]$% curl -O https://raw.githubusercontent.com/wp-cli/builds/gh-pages/phar/wp-
cli.phar

4. Search and replace the old site URL in your WordPress installation with the following command.
Substitute the old and new site URLs for your EC2 instance and the path to your WordPress
installation (usually /var/www/html or /var /www/html/blog).

[ec2-user ~]$ php wp-cli.phar search-replace 'old_site_url' 'new_site_url' --path=/
path/to/wordpress/installation --skip-columns=guid

5. In a web browser, enter the new site URL of your WordPress blog to verify that the site is working
properly again. If it is not, see http://codex.wordpress.org/Changing_The_Site_URL and http://
codex.wordpress.org/Installing_WordPress##Common_Installation_Problems for more information.

Tutorial: Configure SSL/TLS on Amazon Linux 2

Secure Sockets Layer/Transport Layer Security (SSL/TLS) creates an encrypted channel between a

web server and web client that protects data in transit from being eavesdropped on. This tutorial
explains how to add support manually for SSL/TLS on an EC2 instance with Amazon Linux 2 and Apache
web server. If you plan to offer commercial-grade services, the AWS Certificate Manager, which is not
discussed here, is a good option.

For historical reasons, web encryption is often referred to simply as SSL. While web browsers still
support SSL, its successor protocol TLS is less vulnerable to attack. Amazon Linux 2 disables server-

side support for all versions of SSL by default. Security standards bodies consider TLS 1.0 to be unsafe,
and both TLS 1.0 and TLS 1.1 are on track to be formally deprecated by the IETF. This tutorial contains
guidance based exclusively on enabling TLS 1.2. (A newer TLS 1.3 protocol exists in draft form, but is not
yet supported on Amazon Linux 2.) For more information about the updated encryption standards, see
RFC 7568 and RFC 8446.

This tutorial refers to modern web encryption simply as TLS.

Important

These procedures are intended for use with Amazon Linux 2. We also assume that you are
starting with a fresh Amazon EC2 instance. If you are trying to set up a LAMP web server on

an instance with a different distribution, or if you are resuing an older, existing instance, some
procedures in this tutorial might not work for you. For information about LAMP web servers on
Ubuntu, see the Ubuntu community documentation ApacheMySQLPHP. For information about
Red Hat Enterprise Linux, see the Customer Portal topic Web Servers.

Contents
 Prerequisites (p. 61)
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o Step 1: Enable TLS on the Server (p. 61)

o Step 2: Obtain a CA-signed Certificate (p. 63)

« Step 3: Test and Harden the Security Configuration (p. 68)

» Troubleshooting (p. 70)

 Certificate Automation: Let's Encrypt with Certbot on Amazon Linux 2 (p. 71)

Prerequisites

Before you begin this tutorial, complete the following steps:

Launch an EBS-backed Amazon Linux 2 instance. For more information, see Step 1: Launch an
Instance (p. 28).

Configure your security groups to allow your instance to accept connections on the following TCP
ports:

e SSH (port 22)
o HTTP (port 80)
o HTTPS (port 443)

For more information, see Authorizing Inbound Traffic for Your Linux Instances (p. 682).

Install the Apache web server. For step-by-step instructions, see Tutorial: Install a LAMP Web Server on
Amazon Linux 2 (p. 33). Only the httpd package and its dependencies are needed, so you can ignore
the instructions involving PHP and MariaDB.

To identify and authenticate websites, the TLS public key infrastructure (PKI) relies on the Domain
Name System (DNS). To use your EC2 instance to host a public website, you need to register a domain
name for your web server or transfer an existing domain name to your Amazon EC2 host. Numerous
third-party domain registration and DNS hosting services are available for this, or you can use Amazon
Route 53.

Step 1: Enable TLS on the Server

This procedure takes you through the process of setting up TLS on Amazon Linux 2 with a self-signed
digital certificate.

Note
A self-signed certificate is acceptable for testing but not production. If you expose your self-
signed certificate to the internet, visitors to your site are greeted by security warnings.

To enable TLS on a server

1.

Connect to your instance (p. 29) and confirm that Apache is running.

[ec2-user ~]$% sudo systemctl is-enabled httpd

If the returned value is not "enabled," start Apache and set it to start each time the system boots.

[ec2-user ~]% sudo systemctl start httpd && sudo systemctl enable httpd

To ensure that all of your software packages are up to date, perform a quick software update on
your instance. This process may take a few minutes, but it is important to make sure that you have
the latest security updates and bug fixes.
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Note
The -y option installs the updates without asking for confirmation. If you would like to
examine the updates before installing, you can omit this option.

[ec2-user ~]% sudo yum update -y

Now that your instance is current, add TLS support by installing the Apache module mod_ss1.

[ec2-user ~]$ sudo yum install -y mod_ssl

Your instance now has the following files that you use to configure your secure server and create a
certificate for testing:

e /etc/httpd/conf.d/ssl.conf

The configuration file for mod_ssl. It contains directives telling Apache where to find encryption
keys and certificates, the TLS protocol versions to allow, and the encryption ciphers to accept.

e /etc/pki/tls/certs/make-dummy-cert

A script to generate a self-signed X.509 certificate and private key for your server host. This
certificate is useful for testing that Apache is properly set up to use TLS. Because it offers no proof
of identity, it should not be used in production. If used in production, it triggers warnings in Web
browsers.

Run the script to generate a self-signed dummy certificate and key for testing.

[ec2-user ~]% cd /etc/pki/tls/certs
sudo ./make-dummy-cert localhost.crt

This generates a new file localhost.crt inthe /etc/pki/tls/certs/ directory. The specified
file name matches the default that is assigned in the SSLCertificateFile directive in /etc/httpd/
conf.d/ssl.conf.

This file contains both a self-signed certificate and the certificate's private key. Apache requires the
certificate and key to be in PEM format, which consists of Base64-encoded ASCII characters framed
by "BEGIN" and "END" lines, as in the following abbreviated example.

MIIEvgIBADANBgkghkiG9wOBAQEFAASCBKgwggSkAgEAAOIBAQD2KKxX/8Zk94mlg
3gOMZF9ZN66Ls19+3tHAgO5Fpo9KIDhzLjOOCI8ulPTcGmAah5kEitCEcOwzmNeo
BClOWYR6GOrGaKtK9Dn7Cul jvubtUysVyQoMVPQ971deakHWeRMiEJFXg6KZZOvVr
GvwnKoMh3D1K44D9dX7IDua2PlYx5+eroA+1Lqf32ZSaA00bBIMIYTHigwbHMZoOT

56tE7THVH7vOEf4/iUOsIrEzaMaJdOomgkmY1A70gQGQOKBgBF3H1gNRNHUyMcPODFs
27hDzPDinrquSEvoZIggkDM1h2irTiipd/GhkvTpoQlv0fK/VXw8vSgeaBuhwJvs
LXU9HVYqOU604FgD3nAyBO9hIOBE13r1HjUvbjT7moH+RhnNz6eqqdscCSO09VtRAO
400vAgOa8UheYeoXLdWcHaLP

MIIEazCCA10gAwWIBAgICWXQWDQYJKoZIhvcNAQELBOQAWgbEXCZAJBgNVBAYTAiIOt
MRIWEAYDVQQIDA1Tb211U3RhdGUXETAPBgNVBACMCFNvbWVDaXR5MRkwFwYDVQQOK
DBBTb211T3InYW5pemF0aW9uMR8wHQYDVQQLDBZTb211T3InYW5pemF0aWwouYWxV
bmlOMRKWFWYDVQODDBBpcCOXNzItMzEtMjAtMjM2MSOQWIgYJKoZIhveNAQkBFhVy

z5YRUE /XZXRLBZOOWZPpNWTXJkQ3uFYH6s /sBwtHpKKZMzOvDedRE jNKAvk4ws6F0
CuljvubtUysVyQoMVPQ971deakHWeRMiEJFXg6kZZ0vrGvwnKoMh3D1K44D9d1U3
WanXWehT6FiSZvB4sTEXXJIN2jdw8g+sHGnZ8zCOsclknYhHrCVD2vnBl1ZJKSZvak
3ZazhBxtQSukFMOnWPP2a0DMMFGYUHOdOBQE8sBIxg==
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The file names and extensions are a convenience and have no effect on function. For example, you
can call a certificate cert.crt, cert.pem, or any other file name, so long as the related directive in
the ss1.conf file uses the same name.

Note
When you replace the default TLS files with your own customized files, be sure that they are
in PEM format.

5. Openthe /etc/httpd/conf.d/ssl.conf file and comment out the following line, because the
self-signed dummy certificate also contains the key. If you do not comment out this line before you
complete the next step, the Apache service fails to start.

SSLCertificateKeyFile /etc/pki/tls/private/localhost.key

6. Restart Apache.

[ec2-user ~]$% sudo systemctl restart httpd

Note
Make sure that TCP port 443 is accessible on your EC2 instance, as previously described.

7. Your Apache web server should now support HTTPS (secure HTTP) over port 443. Test it by entering
the IP address or fully qualified domain name of your EC2 instance into a browser URL bar with the
prefix https://.

Because you are connecting to a site with a self-signed, untrusted host certificate, your browser may
display a series of security warnings. Override the warnings and proceed to the site.

If the default Apache test page opens, it means that you have successfully configured TLS on your
server. All data passing between the browser and server is now encrypted.

Note

To prevent site visitors from encountering warning screens, you must obtain a trusted, CA-
signed certificate that not only encrypts, but also publicly authenticates you as the owner
of the site.

Step 2: Obtain a CA-signed Certificate

You can use the following process to obtain a CA-signed certificate:

« Generate a certificate signing request (CSR) from a private key
« Submit the CSR to a certificate authority (CA)

« Obtain a signed host certificate

« Configure Apache to use the certificate

A self-signed TLS X.509 host certificate is cryptologically identical to a CA-signed certificate. The
difference is social, not mathematical. A CA promises, at a minimum, to validate a domain's ownership
before issuing a certificate to an applicant. Each web browser contains a list of CAs trusted by the
browser vendor to do this. An X.509 certificate consists primarily of a public key that corresponds to
your private server key, and a signature by the CA that is cryptographically tied to the public key. When a
browser connects to a web server over HTTPS, the server presents a certificate for the browser to check
against its list of trusted CAs. If the signer is on the list, or accessible through a chain of trust consisting
of other trusted signers, the browser negotiates a fast encrypted data channel with the server and loads
the page.
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Certificates generally cost money because of the labor involved in validating the requests, so it pays

to shop around. A list of well-known CAs can be found at dmoztools.net. A few CAs offer basic-level
certificates free of charge. The most notable of these CAs is the Let's Encrypt project, which also
supports the automation of the certificate creation and renewal process. For more information about
using Let's Encrypt as your CA, see Certificate Automation: Let's Encrypt with Certbot on Amazon Linux
2 (p. 71).

Underlying the host certificate is the key. As of 2019, government and industry groups recommend using
a minimum key (modulus) size of 2048 bits for RSA keys intended to protect documents, through 2030.
The default modulus size generated by OpenSSL in Amazon Linux 2 is 2048 bits, which is suitable for use
in a CA-signed certificate. In the following procedure, an optional step provided for those who want a
customized key, for example, one with a larger modulus or using a different encryption algorithm.

These instructions for acquiring a CA-signed host certificate do not work unless you own a registered and
hosted DNS domain.

To obtain a CA-signed certificate

1. Connect to your instance (p. 29) and navigate to /etc/pki/tls/private/. This is the directory where
you store the server's private key for TLS. If you prefer to use an existing host key to generate the
CSR, skip to Step 3.

2. (Optional) Generate a new private key. Here are some examples of key configurations. Any of the
resulting keys works with your web server, but they vary in the degree and type of security that they
implement.

« Example 1: Create a default RSA host key. The resulting file, custom.key, is a 2048-bit RSA
private key.

[ec2-user ~]$ sudo openssl genrsa -out custom.key

« Example 2: Create a stronger RSA key with a bigger modulus. The resulting file, custom.key, is a
4096-bit RSA private key.

[ec2-user ~]%$ sudo openssl genrsa -out custom.key 4096

« Example 3: Create a 4096-bit encrypted RSA key with password protection. The resulting file,
custom.key, is a 4096-bit RSA private key encrypted with the AES-128 cipher.

Important

Encrypting the key provides greater security, but because an encrypted key requires a
password, services depending on it cannot be auto-started. Each time you use this key,
you must supply the password (in the preceding example, "abcde12345") over an SSH
connection.

[ec2-user ~]%$ sudo openssl genrsa -aesl28 -passout pass:abcdel2345 -out custom.key
4096

« Example 4: Create a key using a non-RSA cipher. RSA cryptography can be relatively slow because
of the size of its public keys, which are based on the product of two large prime numbers.
However, it is possible to create keys for TLS that use non-RSA ciphers. Keys based on the
mathematics of elliptic curves are smaller and computationally faster when delivering an
equivalent level of security.

[ec2-user ~]% sudo openssl ecparam -name prime256vl -out custom.key -genkey

The result is a 256-bit elliptic curve private key using prime256v1, a "named curve" that OpenSSL
supports. Its cryptographic strength is slightly greater than a 2048-bit RSA key, according to NIST.
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Note
Not all CAs provide the same level of support for elliptic-curve-based keys as for RSA
keys.

Make sure that the new private key has highly restrictive ownership and permissions (owner=root,
group=root, read/write for owner only). The commands would be as shown in the following
example.

[ec2-user ~]% sudo chown root:root custom.key
[ec2-user ~]% sudo chmod 600 custom.key
[ec2-user ~]% 1ls -al custom.key

The preceding commands yield the following result.

—rw-——————— root root custom.key

After you have created and configured a satisfactory key, you can create a CSR.

Create a CSR using your preferred key. The following example uses custom.key.

[ec2-user ~]$ sudo openssl req -new -key custom.key -out csr.pem

OpenSSL opens a dialog and prompts you for the information shown in the following table. All of
the fields except Common Name are optional for a basic, domain-validated host certificate.

Name Description Example

Country Name | The two-letter ISO abbreviation for your US (=United States)
country.

State or The name of the state or province where your Washington

Province organization is located. This name cannot be

Name abbreviated.

Locality Name | The location of your organization, such as a city. = Seattle

Organization | The full legal name of your organization. Do not | Example Corporation

Name abbreviate your organization name.

Organizational | Additional organizational information, if any. Example Dept
Unit Name

Common This value must exactly match the web www.example.com
Name address that you expect users to enter into

a browser. Usually, this means a domain
name with a prefixed hostname or alias in
the form www.example.com. In testing
with a self-signed certificate and no DNS
resolution, the common name may consist
of the hostname alone. CAs also offer more
expensive certificates that accept wild-card
names such as *.example.com.

Email Address | The server administrator's email address. someone@example.com
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Finally, OpenSSL prompts you for an optional challenge password. This password applies only to the
CSR and to transactions between you and your CA, so follow the CA's recommendations about this
and the other optional field, optional company name. The CSR challenge password has no effect on
server operation.

The resulting file esx . pem contains your public key, your digital signature of your public key, and
the metadata that you entered.

4. Submit the CSR to a CA. This usually consists of opening your CSR file in a text editor and copying
the contents into a web form. At this time, you may be asked to supply one or more subject
alternate names (SANSs) to be placed on the certificate. If www.example.com is the common name,
then example.com would be a good SAN, and vice versa. A visitor to your site entering either of
these names would see an error-free connection. If your CA web form allows it, include the common
name in the list of SANs. Some CAs include it automatically.

After your request has been approved, you receive a new host certificate signed by the CA. You
might also be instructed to download an intermediate certificate file that contains additional
certificates needed to complete the CA's chain of trust.

Note

Your CA might send you files in multiple formats intended for various purposes. For this
tutorial, you should only use a certificate file in PEM format, which is usually (but not
always) marked with a . pem or . crt file extension. If you are uncertain which file to use,
open the files with a text editor and find the one containing one or more blocks beginning
with the following line.

The file should also end with the following line.

- - - -END CERTIFICATE - - - - -

You can also test the file at the command line as shown in the following.

[ec2-user certs]$ openssl x509 -in certificate.crt -text

Verify that these lines appear in the file. Do not use files ending with .p7b, .p7c, or similar
file extensions.

5. Place the new CA-signed certificate and any intermediate certificates in the /etc/pki/tls/certs
directory.

Note

There are several ways to upload your new certificate to your EC2 instance, but the most
straightforward and informative way is to open a text editor (for example, vi, nano,

or notepad) on both your local computer and your instance, and then copy and paste
the file contents between them. You need root [sudo] permissions when performing
these operations on the EC2 instance. This way, you can see immediately if there are any
permission or path problems. Be careful, however, not to add any additional lines while
copying the contents, or to change them in any way.

From inside the /etc/pki/tls/certs directory, check that the file ownership, group, and
permission settings match the highly restrictive Amazon Linux 2 defaults (owner=root, group=root,
read/write for owner only). The following example shows the commands to use.

[ec2-user certs]$ sudo chown root:root custom.crt
[ec2-user certs]$ sudo chmod 600 custom.crt
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[ec2-user certs]$ ls -al custom.crt

These commands should yield the following result.

—rw-—————— root root custom.crt

The permissions for the intermediate certificate file are less stringent (owner=root, group=root,
owner can write, group can read, world can read). The following example shows the commands to
use.

[ec2-user certs]$ sudo chown root:root intermediate.crt
[ec2-user certs]$ sudo chmod 644 intermediate.crt
[ec2-user certs]$ 1ls -al intermediate.crt

These commands should yield the following result.

-rw-r--r-- root root intermediate.crt

Place the private key that you used to create the CSR in the /etc/pki/tls/private/ directory.

Note

There are several ways to upload your custom key to your EC2 instance, but the most
straightforward and informative way is to open a text editor (for example, vi, nano,

or notepad) on both your local computer and your instance, and then copy and paste
the file contents between them. You need root [sudo] permissions when performing
these operations on the EC2 instance. This way, you can see immediately if there are any
permission or path problems. Be careful, however, not to add any additional lines while
copying the contents, or to change them in any way.

From inside the /etc/pki/tls/private directory, use the following commands to verify that the
file ownership, group, and permission settings match the highly restrictive Amazon Linux 2 defaults
(owner=root, group=root, read/write for owner only).

[ec2-user private]$ sudo chown root:root custom.key
[ec2-user private]$ sudo chmod 600 custom.key
[ec2-user private]$ 1ls -al custom.key

These commands should yield the following result.

—rw-—————- root root custom.key

Edit /etc/httpd/conf.d/ssl.conf to reflect your new certificate and key files.

a. Provide the path and file name of the CA-signed host certificate in Apache's
SSLCertificateFile directive:

SSLCertificateFile /etc/pki/tls/certs/custom.crt

b. If you received an intermediate certificate file (intermediate.crt in this example), provide its
path and file name using Apache's SSLCACertificateFile directive:

SSLCACertificateFile /etc/pki/tls/certs/intermediate.crt
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Note

Some CAs combine the host certificate and the intermediate certificates in a single file,
making the SSLCACertificateFile directive unnecessary. Consult the instructions
provided by your CA.

¢. Provide the path and file name of the private key (custom.key in this example) in Apache's
SSLCertificateKeyFile directive:

SSLCertificateKeyFile /etc/pki/tls/private/custom.key

8. Save /etc/httpd/conf.d/ssl.conf and restart Apache.

[ec2-user ~]$% sudo systemctl restart httpd

9. Test your server by entering your domain name into a browser URL bar with the prefix https://.
Your browser should load the test page over HTTPS without generating errors.

Step 3: Test and Harden the Security Configuration

After your TLS is operational and exposed to the public, you should test how secure it really is. This is
easy to do using online services such as Qualys SSL Labs, which performs a free and thorough analysis
of your security setup. Based on the results, you may decide to harden the default security configuration
by controlling which protocols you accept, which ciphers you prefer, and which you exclude. For more
information, see how Qualys formulates its scores.

Important

Real-world testing is crucial to the security of your server. Small configuration errors may lead
to serious security breaches and loss of data. Because recommended security practices change
constantly in response to research and emerging threats, periodic security audits are essential to
good server administration.

On the Qualys SSL Labs site, enter the fully qualified domain name of your server, in the form

www . example.com. After about two minutes, you receive a grade (from A to F) for your site and a
detailed breakdown of the findings. The following table summarizes the report for a domain with
settings identical to the default Apache configuration on Amazon Linux 2, and with a default Certbot
certificate.

Overall rating B
Certificate 100%
Protocol support 95%
Key exchange 70%
Cipher strength 90%

Though the overview shows that the configuration is mostly sound, the detailed report flags several
potential problems, listed here in order of severity:

X The RC4 cipher is supported for use by certain older browsers. A cipher is the mathematical core of
an encryption algorithm. RC4, a fast cipher used to encrypt TLS data-streams, is known to have several
serious weaknesses. Unless you have very good reasons to support legacy browsers, you should disable
this.

X Old TLS versions are supported. The configuration supports TLS 1.0 (already deprecated) and TLS 1.1
(on a path to deprecation). Only TLS 1.2 has been recommended since 2018.
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X Forward secrecy is not fully supported. Forward secrecy is a feature of algorithms that encrypt using
temporary (ephemeral) session keys derived from the private key. This means in practice that attackers
cannot decrypt HTTPS data even if they possess a web server's long-term private key.

To correct and future-proof the TLS configuration

1.

Open the configuration file /etc/httpd/conf.d/ssl.conf in a text editor and comment out the
following line by entering "#" at the beginning of the line.

#SSLProtocol all -SSLv3

Add the following directive:

#SSLProtocol all -SSLv3
SSLProtocol -SSLv2 -SSLv3 -TLSvl -TLSv1l.1 +TLSvl.2

This directive explicitly disables SSL versions 2 and 3, as well as TLS versions 1.0 and 1.1. The
server now refuses to accept encrypted connections with clients using anything except TLS 1.2.
The verbose wording in the directive conveys more clearly, to a human reader, what the server is
configured to do.

Note
Disabling TLS versions 1.0 and 1.7 in this manner blocks a small percentage of outdated
web browsers from accessing your site.

To modify the list of allowed ciphers

1.

In the configuration file /etc/httpd/conf.d/ssl.conf, find the section with the
SSLCiphersSuite directive and comment out the existing line by entering "#" at the beginning of
the line.

#SSLCipherSuite HIGH:MEDIUM: !aNULL: !MD5

Specify explicit cipher suites and a cipher order that prioritizes forward secrecy and avoids insecure
ciphers. The ssLCipherSuite directive used here is based on output from the Mozilla SSL
Configuration Generator, which tailors a TLS configuration to the specific software running on
your server. (For more information, see Mozilla's useful resource Security/Server Side TLS.) First
determine your Apache and OpenSSL versions by using the output from the following commands.

[ec2-user ~]% yum list installed | grep httpd

[ec2-user ~]% yum list installed | grep openssl

For example, if the returned information is Apache 2.4.34 and OpenSSL 1.0.2, we enter this into
the generator. If you choose the "modern" compatibility model, this creates an SSLCipherSuite
directive that aggressively enforces security but still works for most browsers. If your software
doesn't support the modern configuration, you can update your software or choose the
"intermediate" configuration instead.

SSLCipherSuite ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-RSA-AES256-GCM-SHA384 :ECDHE-ECDSA-
CHACHA20-POLY1305:
ECDHE-RSA-CHACHA20-POLY1305:ECDHE-ECDSA-AES128-GCM-SHA256 : ECDHE-RSA-AES128-GCM-SHA256:
ECDHE-ECDSA-AES256-SHA384 :ECDHE-RSA-AES256-SHA384 :ECDHE-ECDSA-AES128-SHA256 : ECDHE-RSA-
AES128-SHA256
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The selected ciphers have ECDHE in their names, an abbreviation for Elliptic Curve Diffie-Hellman
Ephemeral . The term ephemeral indicates forward secrecy. As a by-product, these ciphers do not
support RC4.

We recommend that you use an explicit list of ciphers instead of relying on defaults or terse
directives whose content isn't visible.

Copy the generated directive into /etc/httpd/conf.d/ssl.conf.

Note

Though shown here on several lines for readability, the directive must be on a single line
when copied to /etc/httpd/conf.d/ssl.conf, with only a colon (no spaces) between
cipher names.

3. Finally, uncomment the following line by removing the "#" at the beginning of the line.

#SSLHonorCipherOrder on

This directive forces the server to prefer high-ranking ciphers, including (in this case) those that
support forward secrecy. With this directive turned on, the server tries to establish a strong secure
connection before falling back to allowed ciphers with lesser security.

After completing both of these procedures, save the changes to /etc/httpd/conf.d/ssl.conf and
restart Apache.

If you test the domain again on Qualys SSL Labs, you should see that the RC4 vulnerability and other
warnings are gone and the summary looks something like the following.

Overall rating A

Certificate 100%

Protocol support 100%

Key exchange 90%

Cipher strength 90%
Important

Each update to OpenSSL introduces new ciphers and removes support for old ones. Keep your
EC2 Amazon Linux 2 instance up-to-date, watch for security announcements from OpenSSL,
and be alert to reports of new security exploits in the technical press. For more information,

see Predefined SSL Security Policies for Elastic Load Balancing in the User Guide for Classic Load
Balancers.

Troubleshooting

« My Apache webserver doesn't start unless | supply a password
This is expected behavior if you installed an encrypted, password-protected, private server key.

You can remove the encryption and password requirement from the key. Assuming that you have a
private encrypted RSA key called custom.key in the default directory, and that the password on it is
abede12345, run the following commands on your EC2 instance to generate an unencrypted version
of the key.
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[ec2-user ~]% cd /etc/pki/tls/private/

[ec2-user private]$ sudo cp custom.key custom.key.bak

[ec2-user private]$ sudo openssl rsa -in custom.key -passin pass:abcdel2345 -out
custom.key.nocrypt

[ec2-user private]$ sudo mv custom.key.nocrypt custom.key

[ec2-user private]$ sudo chown root:root custom.key

[ec2-user private]$ sudo chmod 600 custom.key

[ec2-user private]$ sudo systemctl restart httpd

Apache should now start without prompting you for a password.

« | get errors when I run sudo yum install -y mod_ssl.

When you are installing the required packages for SSL, you may see errors similar to the following.

Error: httpd24-tools conflicts with httpd-tools-2.2.34-1.16.amznl.x86_64
Error: httpd24 conflicts with httpd-2.2.34-1.16.amznl.x86_64

This typically means that your EC2 instance is not running Amazon Linux 2. This tutorial only supports
instances freshly created from an official Amazon Linux 2 AMI.

Certificate Automation: Let's Encrypt with Certbot on
Amazon Linux 2

The Let's Encrypt certificate authority is the centerpiece of an effort by the Electronic Frontier
Foundation (EFF) to encrypt the entire internet. In line with that goal, Let's Encrypt host certificates
are designed to be created, validated, installed, and maintained with minimal human intervention. The
automated aspects of certificate management are carried out by a software agent running on your
web server. After you install and configure the agent, it communicates securely with Let's Encrypt and
performs administrative tasks on Apache and the key management system. This tutorial uses the free
Certbot agent because it allows you either to supply a customized encryption key as the basis for your
certificates, or to allow the agent itself to create a key based on its defaults. You can also configure
Certbot to renew your certificates on a regular basis without human interaction, as described in To
automate Certbot (p. 74). For more information, consult the Certbot User Guide and man page.

Certbot is not officially supported on Amazon Linux 2, but is available for download and functions
correctly when installed. We recommend that you make the following backups to protect your data and
avoid inconvenience:

« Before you begin, take a snapshot of your Amazon EBS root volume. This allows you to restore the
original state of your EC2 instance. For information about creating EBS snapshots, see Creating
Amazon EBS Snapshots (p. 849).

« The procedure below requires you to edit your httpd. conf file, which controls Apache's operation.
Certbot makes its own automated changes to this and other configuration files. Make a backup copy of
your entire /etc/httpd directory in case you need to restore it.

Prepare to Install

Complete the following procedures before you install Certbot.

1. Download the Extra Packages for Enterprise Linux (EPEL) 7 repository packages. These are required
to supply dependencies needed by Certbot.
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a. Navigate to your home directory (/home/ec2-user). Download EPEL with the following
command.

[ec2-user ~]$% sudo wget -r --no-parent -A 'epel-release-*.rpm' http://
dl.fedoraproject.org/pub/epel/7/x86_64/Packages/e/

b. Install the repository packages as shown in the following command.

[ec2-user ~]$ sudo rpm -Uvh dl.fedoraproject.org/pub/epel/7/x86_64/Packages/e/epel-
release-*.rpm

c¢. Enable EPEL as shown in the following command.

[ec2-user ~]$ sudo yum-config-manager --enable epel%*

You can confirm that EPEL is enabled with the following command. It should return information
similar to the following.

[ec2-user ~]$ sudo yum repolist all
epel/x86_64 Extra Packages for Enterprise Linux 7 - x86_64
enabled: 12949+175

epel-debuginfo/x86_64 Extra Packages for Enterprise Linux 7 - x86_64
- Debug enabled: 2890

epel-source/x86_64 Extra Packages for Enterprise Linux 7 - x86_64
- Source enabled: 0

epel-testing/x86_64 Extra Packages for Enterprise Linux 7 -
Testing - x86_64 enabled: 778+12
epel-testing-debuginfo/x86_64 Extra Packages for Enterprise Linux 7 -
Testing - x86_64 - Debug enabled: 107

epel-testing-source/x86_64 Extra Packages for Enterprise Linux 7 -
Testing - x86_64 - Source enabled: 0

2. Edit the main Apache configuration file, /etc/httpd/conf/httpd.conf. Locate the "listen 80"
directive and add the following lines after it, replacing the example domain names with the actual
Common Name and Subject Alternative Name (SAN).

<VirtualHost *:80>
DocumentRoot "/var/www/html"
ServerName "example.com"
ServerAlias "www.example.com"
</VirtualHost>

Save the file and restart Apache.

[ec2-user ~]$% sudo systemctl restart httpd

Install and Run Certbot

This procedure is based on the EFF documentation for installing Certbot on Fedora and on RHEL 7. It
describes the default use of Certbot, resulting in a certificate based on a 2048-bit RSA key. If you want to
experiment with customized keys, you might start with Using ECDSA certificates with Let's Encrypt.

1. Install Certbot packages and dependencies using the following command.
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[ec2-user ~]$% sudo yum install -y certbot python2-certbot-apache

Run Certbot.

[ec2-user ~]$% sudo certbot

At the prompt "Enter email address (used for urgent renewal and security notices)," enter a contact
address and press Enter.

Agree to the Let's Encrypt Terms of Service at the prompt. Enter "A" and press Enter to proceed.

Please read the Terms of Service at
https://letsencrypt.org/documents/LE-SA-v1.2-November-15-2017.pdf. You must
agree in order to register with the ACME server at
https://acme-v02.api.letsencrypt.org/directory

(A)gree/(C)ancel: A

At the authorization for EFF to put you on their mailing list, enter "Y" or "N" and press Enter.

Certbot displays the Common Name and Subject Alternative Name (SAN) that you provided in the
VirtualHost block.

Which names would you like to activate HTTPS for?

1: example.com

2: www.example.com

Select the appropriate numbers separated by commas and/or spaces, or leave input
blank to select all options shown (Enter 'c' to cancel):

Leave the input blank and press Enter.

Certbot displays the following output as it creates certificates and configures Apache. It then
prompts you about redirecting HTTP queries to HTTPS.

Obtaining a new certificate

Performing the following challenges:

http-01 challenge for example.com

http-01 challenge for www.example.com

Waiting for verification...

Cleaning up challenges

Created an SSL vhost at /etc/httpd/conf/httpd-le-ssl.conf

Deploying Certificate for example.com to VirtualHost /etc/httpd/conf/httpd-le-ssl.conf
Enabling site /etc/httpd/conf/httpd-le-ssl.conf by adding Include to root configuration
Deploying Certificate for www.example.com to VirtualHost /etc/httpd/conf/httpd-le-
ssl.conf

Please choose whether or not to redirect HTTP traffic to HTTPS, removing HTTP access.
1: No redirect - Make no further changes to the webserver configuration.

2: Redirect - Make all requests redirect to secure HTTPS access. Choose this for

new sites, or if you're confident your site works on HTTPS. You can undo this

change by editing your web server's configuration.

Select the appropriate number [1-2] then [enter] (press 'c' to cancel):

To allow visitors to connect to your server via unencrypted HTTP, enter "1". If you want to accept
only encrypted connections via HTTPS, enter "2". Press Enter to submit your choice.

Certbot completes the configuration of Apache and reports success and other information.
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Congratulations! You have successfully enabled https://example.com and
https://www.example.com

You should test your configuration at:
https://www.ssllabs.com/ssltest/analyze.html?d=example.com
https://www.ssllabs.com/ssltest/analyze.html?d=www.example.com

IMPORTANT NOTES:

- Congratulations! Your certificate and chain have been saved at:
/etc/letsencrypt/live/certbot.oneeyedman.net/fullchain.pem
Your key file has been saved at:
/etc/letsencrypt/live/certbot.oneeyedman.net/privkey.pem
Your cert will expire on 2019-08-01. To obtain a new or tweaked
version of this certificate in the future, simply run certbot again
with the "certonly" option. To non-interactively renew *all* of
your certificates, run "certbot renew"

- Your account credentials have been saved in your Certbot
configuration directory at /etc/letsencrypt. You should make a
secure backup of this folder now. This configuration directory will
also contain certificates and private keys obtained by Certbot so
making regular backups of this folder is ideal.

9. After you complete the installation, test and optimize the security of your server as described in
Step 3: Test and Harden the Security Configuration (p. 68).

Configure Automated Certificate Renewal

Certbot is designed to become an invisible, error-resistant part of your server system. By default, it
generates host certificates with a short, 90-day expiration time. If you have not configured your system
to call the command automatically, you must re-run the certbot command manually before expiration.
This procedure shows how to automate Certbot by setting up a cron job.

To automate Certbot

1. Open /etc/crontab in a text editor and add a line similar to the following.

39 1,13 * * * root certbot renew --no-self-upgrade

Save the file when done. Here is an explanation of each component of the command.

39 1,13 * * *

Schedules a command to be run at 01:39 and 13:39 every day. The selected values are arbitrary,
but the Certbot developers suggest running the command at least twice daily. This guarantees
that any certificate found to be compromised is promptly revoked and replaced.

root

The command runs with root permissions.
certbot renew --no-self-upgrade
The command to be run. The renew subcommand causes Certbot to check any previously

obtained certificates and to renew those that are approaching expiration. The --no-self-
upgrade flag prevents Certbot from upgrading itself without your intervention.

2. Restart the cron daemon.

[ec2-user ~]% sudo systemctl restart crond
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Tutorial: Configure SSL/TLS on Amazon Linux

Secure Sockets Layer/Transport Layer Security (SSL/TLS) creates an encrypted channel between a web
server and web client that protects data in transit from being eavesdropped on. This tutorial explains
how to add support manually for SSL/TLS on an EC2 instance with the Amazon Linux AMI and Apache
web server. If you plan to offer commercial-grade services, the AWS Certificate Manager, which is not
discussed here, is a good option.

For historical reasons, web encryption is often referred to simply as SSL. While web browsers still
support SSL, its successor protocol TLS is less vulnerable to attack. The Amazon Linux AMI disables
server-side support all versions of SSL by default. Security standards bodies consider TLS 1.0 to be
unsafe, and both TLS 1.0 and TLS 1.1 are on track to be formally deprecated by the IETF. This tutorial
contains guidance based exclusively on enabling TLS 1.2. (A newer TLS 1.3 protocol exists in draft form,
but is not yet supported on Amazon Linux 2.) For more information about the updated encryption
standards, see RFC 7568 and RFC 8446.

This tutorial refers to modern web encryption simply as TLS.

Important

These procedures are intended for use with the Amazon Linux AML. If you are trying to set up a
LAMP web server on an instance with a different distribution, some procedures in this tutorial
might not work for you. For information about LAMP web servers on Ubuntu, see the Ubuntu
community documentation ApacheMySQLPHP. For information about Red Hat Enterprise Linux,
see the Customer Portal documentation Web Servers.

Contents
« Prerequisites (p. 75)
» Step 1: Enable TLS on the Server (p. 76)
» Step 2: Obtain a CA-signed Certificate (p. 77)
«+ Step 3: Test and Harden the Security Configuration (p. 82)
« Troubleshooting (p. 84)
« Certificate Automation: Let's Encrypt with Certbot on Amazon Linux (p. 84)

Prerequisites

Before you begin this tutorial, complete the following steps:

« Launch an EBS-backed instance using the Amazon Linux AMI. For more information, see Step 1: Launch
an Instance (p. 28).
« Configure your security group to allow your instance to accept connections on the following TCP ports:
e SSH (port 22)
o HTTP (port 80)
o HTTPS (port 443)

For more information, see Authorizing Inbound Traffic for Your Linux Instances (p. 682).

« Install Apache web server. For step-by-step instructions, see Tutorial: Installing a LAMP Web Server on
Amazon Linux (p. 42). Only the http24 package and its dependencies are needed; you can ignore
the instructions involving PHP and MySQL.

 To identify and authenticate web sites, the TLS public key infrastructure (PKI) relies on the Domain
Name System (DNS). To use your EC2 instance to host a public web site, you need to register a domain
name for your web server or transfer an existing domain name to your Amazon EC2 host. Numerous
third-party domain registration and DNS hosting services are available for this, or you can use Amazon
Route 53.
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Step 1: Enable TLS on the Server

This procedure takes you through the process of setting up TLS on Amazon Linux with a self-signed
digital certificate.

Note

A self-signed certificate is acceptable for testing but not production. If you expose your self-
signed certificate to the internet, visitors to your site receive security warnings.

To enable TLS on a server

1.

Connect to your instance (p. 29) and confirm that Apache is running.

[ec2-user ~]$ sudo service httpd status

If necessary, start Apache.

[ec2-user ~]$ sudo service httpd start

To ensure that all of your software packages are up to date, perform a quick software update on
your instance. This process may take a few minutes, but it is important to make sure you have the
latest security updates and bug fixes.

Note
The -y option installs the updates without asking for confirmation. If you would like to
examine the updates before installing, you can omit this option.

[ec2-user ~]% sudo yum update -y

Now that your instance is current, add TLS support by installing the Apache module mod_ss1:

[ec2-user ~]$ sudo yum install -y mod24_ssl

Your instance now has the following files that you use to configure your secure server and create a
certificate for testing:

/etc/httpd/conf.d/ssl.conf

The configuration file for mod_ssl. It contains "directives" telling Apache where to find
encryption keys and certificates, the TLS protocol versions to allow, and the encryption ciphers
to accept.

/etc/pki/tls/private/localhost.key

An automatically generated, 2048-bit RSA private key for your Amazon EC2 host. During
installation, OpenSSL used this key to generate a self-signed host certificate, and you can also
use this key to generate a certificate signing request (CSR) to submit to a certificate authority
(CA).

/etc/pki/tls/certs/localhost.crt

An automatically generated, self-signed X.509 certificate for your server host. This certificate is
useful for testing that Apache is properly set up to use TLS.

The .key and . crt files are both in PEM format, which consists of Base64-encoded ASCII characters
framed by "BEGIN" and "END" lines, as in this abbreviated example of a certificate:
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MIIEazCCA10gAwIBAgICWXxQWDQYJKoZIhvcNAQELBOQAWGbEXCZAJBgNVBAYTAIOt
MRIWEAYDVQQIDA1Tb211U3RhdGUXETAPBgNVBACMCFNvbWVDaXR5MRkwFwYDVQQOK
DBBTb211T3InYW5pemF0aW9uMR8wHQYDVQQLDBZTb211T3InYW5pemF0aWouYWxV
bm1OMRkwFwYDVQODDBBpcCOXNzZItMzEtMjAtMjM2MSQwIgYJKoZIhveNAQKkBFhVy

z5rRUE/XZXRLBZOOWZPNWTXJKQ3uFYH6s /sBwtHpKKZMzOvDedRE jNKAvk4ws6F0
WanXWehT6FiSZvB4sTEXXJIN2 jdw8g+sHGNnZ8zCOsclknYhHrCVD2vnBl1ZJKSZvak
3ZazhBxtQSukFMOnWPP2a0DMMFGYUHOdOBQE8sBJIxg==

The file names and extensions are a convenience and have no effect on function; you can call a
certificate cert.crt, cert.pem, or any other file name, so long as the related directive in the
ssl.conf file uses the same name.

Note
When you replace the default TLS files with your own customized files, be sure that they are
in PEM format.

4. Restart Apache.

[ec2-user ~]$ sudo service httpd restart

5.  Your Apache web server should now support HTTPS (secure HTTP) over port 443. Test it by typing
the IP address or fully qualified domain name of your EC2 instance into a browser URL bar with the
prefix https://. Because you are connecting to a site with a self-signed, untrusted host certificate,
your browser may display a series of security warnings.

Override the warnings and proceed to the site. If the default Apache test page opens, it means that
you have successfully configured TLS on your server. All data passing between the browser and
server is now safely encrypted.

To prevent site visitors from encountering warning screens, you need to obtain a certificate that not
only encrypts, but also publicly authenticates you as the owner of the site.

Step 2: Obtain a CA-signed Certificate

You can use the following process to obtain a CA-signed certificate:

« Generate a certificate signing request (CSR) from a private key
« Submit the CSR to a certificate authority (CA)
« Obtain a signed host certificate

« Configure Apache to use the certificate

A self-signed TLS X.509 host certificate is cryptologically identical to a CA-signed certificate. The
difference is social, not mathematical; a CA promises to validate, at a minimum, a domain's ownership
before issuing a certificate to an applicant. Each web browser contains a list of CAs trusted by the
browser vendor to do this. An X.509 certificate consists primarily of a public key that corresponds to
your private server key, and a signature by the CA that is cryptographically tied to the public key. When a
browser connects to a web server over HTTPS, the server presents a certificate for the browser to check
against its list of trusted CAs. If the signer is on the list, or accessible through a chain of trust consisting
of other trusted signers, the browser negotiates a fast encrypted data channel with the server and loads
the page.

Certificates generally cost money because of the labor involved in validating the requests, so it pays
to shop around. A list of well-known CAs can be found at dmoztools.net. A few CAs offer basic-level
certificates free of charge. The most notable of these is the Let's Encrypt project, which also supports
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automation of the certificate creation and renewal process. For more information about using Let's
Encrypt as your CA, see Certificate Automation: Let's Encrypt with Certbot on Amazon Linux (p. 84).

Underlying the host certificate is the key. As of 2017, government and industry groups recommend using
a minimum key (modulus) size of 2048 bits for RSA keys intended to protect documents through 2030.
The default modulus size generated by OpenSSL in Amazon Linux is 2048 bits, which means that the
existing auto-generated key is suitable for use in a CA-signed certificate. An alternative procedure is
described below for those who desire a customized key, for instance, one with a larger modulus or using
a different encryption algorithm.

These instructions for acquiring a CA-signed host certificate do not work unless you own a registered and
hosted DNS domain.

To obtain a CA-signed certificate

1. Connect to your instance (p. 29) and navigate to /etc/pki/tls/private/. This is the directory where
the server's private key for TLS is stored. If you prefer to use your existing host key to generate the
CSR, skip to Step 3.

2. (Optional) Generate a new private key. Here are some examples of key configurations. Any of
the resulting keys work with your web server, but they vary in how (and how much) security they
implement.

« Example 1: Create a default RSA host key. The resulting file, custom.key, is a 2048-bit RSA
private key.

[ec2-user ~]$ sudo openssl genrsa -out custom.key

« Example 2: Create a stronger RSA key with a bigger modulus. The resulting file, custom.key, is a
4096-bit RSA private key.

[ec2-user ~]% sudo openssl genrsa -out custom.key 4096

« Example 3: Create a 4096-bit encrypted RSA key with password protection. The resulting file,
custom.key, is a 4096-bit RSA private key encrypted with the AES-128 cipher.

Important

Encrypting the key provides greater security, but because an encrypted key requires a
password, services depending on it cannot be auto-started. Each time you use this key,
you must supply the password (in the preceding example, "abcde12345") over an SSH
connection.

[ec2-user ~]%$ sudo openssl genrsa -aesl28 -passout pass:abcdel2345 -out custom.key
4096

« Example 4: Create a key using a non-RSA cipher. RSA cryptography can be relatively slow because
of the size of its public keys, which are based on the product of two large prime numbers.
However, it is possible to create keys for TLS that use non-RSA ciphers. Keys based on the
mathematics of elliptic curves are smaller and computationally faster when delivering an
equivalent level of security.

[ec2-user ~]% sudo openssl ecparam -name prime256vl -out custom.key -genkey

The result is a 256-bit elliptic curve private key using prime256v1, a "named curve" that OpenSSL
supports. Its cryptographic strength is slightly greater than a 2048-bit RSA key, according to NIST.

Note
Not all CAs provide the same level of support for elliptic-curve-based keys as for RSA
keys.
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Make sure that the new private key has highly restrictive ownership and permissions (owner=root,
group=root, read/write for owner only). The commands would be as follows:

[ec2-user ~]% sudo chown root.root custom.key
[ec2-user ~]% sudo chmod 600 custom.key
[ec2-user ~]$ 1ls -al custom.key

The commands above should yield the following result:

—rw--—————-— root root custom.key

After you have created and configured a satisfactory key, you can create a CSR.
Create a CSR using your preferred key; the example below uses custom. key:

[ec2-user ~]$% sudo openssl req -new -key custom.key -out csr.pem

OpenSSL opens a dialog and prompts you for the information shown in the following table. All of
the fields except Common Name are optional for a basic, domain-validated host certificate.

Name Description Example

Country Name | The two-letter ISO abbreviation for your US (=United States)
country.

State or The name of the state or province where your Washington

Province organization is located. This name cannot be

Name abbreviated.

Locality Name | The location of your organization, such as a city. | Seattle

Organization | The full legal name of your organization. Do not | Example Corporation

Name abbreviate your organization name.

Organizational | Additional organizational information, if any. Example Dept
Unit Name

Common This value must exactly match the web address = www.example.com
Name that you expect users to type into a browser.

Usually, this means a domain name with

a prefixed host name or alias in the form

www . example.com. In testing with a self-
signed certificate and no DNS resolution,

the common name may consist of the host
name alone. CAs also offer more expensive
certificates that accept wild-card names such as
* ,example.com.

Email Address | The server administrator's email address. someone@example.com

Finally, OpenSSL prompts you for an optional challenge password. This password applies only to the
CSR and to transactions between you and your CA, so follow the CA's recommendations about this
and the other optional field, optional company name. The CSR challenge password has no effect on
server operation.
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The resulting file esx . pem contains your public key, your digital signature of your public key, and
the metadata that you entered.

4. Submit the CSR to a CA. This usually consists of opening your CSR file in a text editor and copying
the contents into a web form. At this time, you may be asked to supply one or more subject
alternate names (SANSs) to be placed on the certificate. If www.example.com is the common name,
then example.com would be a good SAN, and vice versa. A visitor to your site typing in either of
these names would see an error-free connection. If your CA web form allows it, include the common
name in the list of SANs. Some CAs include it automatically.

After your request has been approved, you receive a new host certificate signed by the CA. You
might also be instructed to download an intermediate certificate file that contains additional
certificates needed to complete the CA's chain of trust.

Note

Your CA may send you files in multiple formats intended for various purposes. For this
tutorial, you should only use a certificate file in PEM format, which is usually (but not
always) marked with a .pem or . crt extension. If you are uncertain which file to use, open
the files with a text editor and find the one containing one or more blocks beginning with
the following:

The file should also end with the following:

- - - -END CERTIFICATE - - - - -

You can also test a file at the command line as follows:

[ec2-user certs]$ openssl x509 -in certificate.crt -text

Verify that these lines appear in the file. Do not use files ending with .p7b, .p7c, or similar
file extensions.

5. Place the new CA-signed certificate and any intermediate certificates in the /etc/pki/tls/certs
directory.

Note

There are several ways to upload your custom key to your EC2 instance, but the most
straightforward and informative way is to open a text editor (for example, vi, nano,

or notepad) on both your local computer and your instance, and then copy and paste
the file contents between them. You need root [sudo] permissions when performing
these operations on the EC2 instance. This way, you can see immediately if there are any
permission or path problems. Be careful, however, not to add any additional lines while
copying the contents, or to change them in any way.

From inside the /etc/pki/tls/certs directory, use the following commands to verify that the
file ownership, group, and permission settings match the highly restrictive Amazon Linux defaults
(owner=root, group=root, read/write for owner only).

[ec2-user certs]$ sudo chown root.root custom.crt
[ec2-user certs]$ sudo chmod 600 custom.crt
[ec2-user certs]$ ls -al custom.crt

The commands above should yield the following result:
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—rw-—————— root root custom.crt

The permissions for the intermediate certificate file are less stringent (owner=root, group=root,
owner can write, group can read, world can read). The commands would be:

[ec2-user certs]$ sudo chown root.root intermediate.crt
[ec2-user certs]$ sudo chmod 644 intermediate.crt
[ec2-user certs]$ ls -al intermediate.crt

The commands above should yield the following result:

-rw-r--r-- root root intermediate.crt

If you used a custom key to create your CSR and the resulting host certificate, remove or rename the
old key from the /etc/pki/tls/private/ directory, and then install the new key there.

Note

There are several ways to upload your custom key to your EC2 instance, but the most
straightforward and informative way is to open a text editor (vi, nano, notepad, etc.) on
both your local computer and your instance, and then copy and paste the file contents
between them. You need root [sudo] privileges when performing these operations on

the EC2 instance. This way, you can see immediately if there are any permission or path
problems. Be careful, however, not to add any additional lines while copying the contents,
or to change them in any way.

From inside the /etc/pki/tls/private directory, check that the file ownership, group, and
permission settings match the highly restrictive Amazon Linux defaults (owner=root, group=root,
read/write for owner only). The commands would be as follows:

[ec2-user private]$ sudo chown root.root custom.key
[ec2-user private]$ sudo chmod 600 custom.key
[ec2-user private]$ 1ls -al custom.key

The commands above should yield the following result:

—rw-—————— root root custom.key

Edit /etc/httpd/conf.d/ssl.conf to reflect your new certificate and key files.

a. Provide the path and file name of the CA-signed host certificate in Apache's
SSLCertificateFile directive:

SSLCertificateFile /etc/pki/tls/certs/custom.crt

b. If you received an intermediate certificate file (intermediate.crt in this example), provide its
path and file name using Apache's SSLCACertificateFile directive:

SSLCACertificateFile /etc/pki/tls/certs/intermediate.crt

Note
Some CAs combine the host certificate and the intermediate certificates in a single file,
making this directive unnecessary. Consult the instructions provided by your CA.

¢. Provide the path and file name of the private key in Apache's SSLCertificateKeyFile
directive:
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SSLCertificateKeyFile /etc/pki/tls/private/custom.key

8. Save /etc/httpd/conf.d/ssl.conf and restart Apache.

[ec2-user ~]$ sudo service httpd restart

9. Test your server by entering your domain name into a browser URL bar with the prefix https://.
Your browser should load the test page over HTTPS without generating errors.

Step 3: Test and Harden the Security Configuration

After your TLS is operational and exposed to the public, you should test how secure it really is. This is
easy to do using online services such as Qualys SSL Labs, which performs a free and thorough analysis
of your security setup. Based on the results, you may decide to harden the default security configuration
by controlling which protocols you accept, which ciphers you prefer, and which you exclude. For more
information, see how Qualys formulates its scores.

Important

Real-world testing is crucial to the security of your server. Small configuration errors may lead
to serious security breaches and loss of data. Because recommended security practices change
constantly in response to research and emerging threats, periodic security audits are essential to
good server administration.

On the Qualys SSL Labs site, type the fully qualified domain name of your server, in the form

www . example.com. After about two minutes, you receive a grade (from A to F) for your site and a
detailed breakdown of the findings. Though the overview shows that the configuration is mostly sound,
the detailed report flags several potential problems. For example:

X The RC4 cipher is supported for use by certain older browsers. A cipher is the mathematical core of
an encryption algorithm. RC4, a fast cipher used to encrypt TLS data-streams, is known to have several
serious weaknesses. Unless you have very good reasons to support legacy browsers, you should disable
this.

X Old TLS versions are supported. The configuration supports TLS 1.0 (already deprecated) and TLS 1.1
(on a path to deprecation). Only TLS 1.2 has been recommended since 2018.

To correct the TLS configuration

1. Open the configuration file /etc/httpd/conf.d/ssl.conf in a text editor and comment out the
following lines by typing "#" at the beginning of each:

#SSLProtocol all -SSLv3
#SSLProxyProtocol all -SSLv3

2. Add the following directives:

SSLProtocol -SSLv2 -SSLv3 -TLSvl -TLSvl.1 +TLSvl.2
SSLProxyProtocol -SSLv2 -SSLv3 -TLSvl -TLSv1l.1 +TLSv1.2

These directives explicitly disable SSL versions 2 and 3, as well as TLS versions 1.0 and 1.1. The
server now refuses to accept encrypted connections with clients using anything except TLS 1.2. The
verbose wording in the directive communicates more clearly, to a human reader, what the server is
configured to do.

Note

Disabling TLS versions 1.0 and 1.1 in this manner blocks a small percentage of outdated
web browsers from accessing your site.
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To modify the list of allowed ciphers

1. Open the configuration file /etc/httpd/conf.d/ssl.conf and find the section with
commented-out examples for configuring SSLCipherSuite and SSLProxyCipherSuite.

#SSLCipherSuite HIGH:MEDIUM: !aNULL: !MD5
#SSLProxyCipherSuite HIGH:MEDIUM: !aNULL: !MD5

Leave these as they are, and below them add the following directives:

Note
Though shown here on several lines for readability, each of these two directives must be on
a single line without spaces between the cipher names.

SSLCipherSuite ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-RSA-AES256-GCM-SHA384 :ECDHE-ECDSA-
CHACHA20-POLY1305:
ECDHE-RSA-CHACHA20-POLY1305:ECDHE-ECDSA-AES128-GCM-SHA256 : ECDHE-RSA-AES128-GCM-

SHA256 : ECDHE-ECDSA-AES256-SHA384:

ECDHE-RSA-AES256-SHA384 :ECDHE-ECDSA-AES128-SHA256 : ECDHE-RSA-AES128-SHA256 :AES: !aNULL: !
eNULL: ! EXPORT: !DES:

!RC4:!MD5: !PSK: !aECDH: ! EDH-DSS-DES-CBC3-SHA: !EDH-RSA-DES-CBC3-SHA: ! KRB5-DES-CBC3-SHA

SSLProxyCipherSuite ECDHE-ECDSA-AES256-GCM-SHA384:ECDHE-RSA-AES256-GCM-SHA384 :ECDHE-
ECDSA-CHACHA20-POLY1305:
ECDHE-RSA-CHACHA20-POLY1305:ECDHE-ECDSA-AES128-GCM-SHA256 : ECDHE-RSA-AES128-GCM-

SHA256 : ECDHE-ECDSA-AES256-SHA384:

ECDHE-RSA-AES256-SHA384 :ECDHE-ECDSA-AES128-SHA256 : ECDHE-RSA-AES128-SHA256 :AES: !aNULL: !
eNULL: ! EXPORT: !DES:

!RC4:!MD5: !PSK: !aECDH: ! EDH-DSS-DES-CBC3-SHA: !EDH-RSA-DES-CBC3-SHA: ! KRB5-DES-CBC3-SHA

These ciphers are a subset of the much longer list of supported ciphers in OpenSSL. They were
selected and ordered according to the following criteria:

Support for forward secrecy
Strength

e Speed

Specific ciphers before cipher families

Allowed ciphers before denied ciphers

Note that the high-ranking ciphers have ECDHE in their names, for Elliptic Curve Diffie-Hellman
Ephemeral ; the ephemeral indicates forward secrecy. Also, RC4 is now among the forbidden ciphers
near the end.

We recommend that you use an explicit list of ciphers instead relying on defaults or terse directives
whose content isn't visible.

Important

The cipher list shown here is just one of many possible lists; for instance, you might want to
optimize a list for speed rather than forward secrecy.

If you anticipate a need to support older clients, you can allow the DES-CBC3-SHA cipher
suite.

Finally, each update to OpenSSL introduces new ciphers and deprecates old ones. Keep your
EC2 Amazon Linux instance up to date, watch for security announcements from OpenSSL,
and be alert to reports of new security exploits in the technical press. For more information,
see Predefined SSL Security Policies for Elastic Load Balancing in the User Guide for Classic
Load Balancers.

2. Uncomment the following line by removing the "#":
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#SSLHonorCipherOrder on

This command forces the server to prefer high-ranking ciphers, including (in this case) those that
support forward secrecy. With this directive turned on, the server tries to establish a strongly secure
connection before falling back to allowed ciphers with lesser security.

3. Restart Apache. If you test the domain again on Qualys SSL Labs, you should see that the RC4
vulnerability is gone.

Troubleshooting

« My Apache webserver won't start unless | supply a password
This is expected behavior if you installed an encrypted, password-protected, private server key.

You can remove the encryption and password requirement from the key. Assuming that you have a
private encrypted RSA key called custom.key in the default directory, and that the password on it is
abede12345, run the following commands on your EC2 instance to generate an unencrypted version
of the key.

[ec2-user ~]$% cd /etc/pki/tls/private/

[ec2-user private]$ sudo cp custom.key custom.key.bak

[ec2-user private]$ sudo openssl rsa -in custom.key -passin pass:abcdel2345 -out
custom.key.nocrypt

[ec2-user private]$ sudo mv custom.key.nocrypt custom.key

[ec2-user private]$ sudo chown root.root custom.key

[ec2-user private]$ sudo chmod 600 custom.key

[ec2-user private]$ sudo service httpd restart

Apache should now start without prompting you for a password.

Certificate Automation: Let's Encrypt with Certbot on
Amazon Linux

The Let's Encrypt certificate authority is the centerpiece of the Electronic Frontier Foundation (EFF) effort
to encrypt the entire internet. In line with that goal, Let's Encrypt host certificates are designed to be
created, validated, installed, and maintained with minimal human intervention. The automated aspects
of certificate management are carried out by an agent running on the web server. After you install and
configure the agent, it communicates securely with Let's Encrypt and performs administrative tasks on
Apache and the key management system. This tutorial uses the free Certbot agent because it allows

you either to supply a customized encryption key as the basis for your certificates, or to allow the agent
itself to create a key based on its defaults. You can also configure Certbot to renew your certificates on

a regular basis without human interaction, as described in To automate Certbot (p. 74). For more
information, consult the Certbot User Guide or man page.

Certbot is not officially supported on Amazon Linux AMI, but is available for download and functions
correctly when installed. We recommend that you make the following backups to protect your data and
avoid inconvenience:

« Before you begin, take a snapshot of your Amazon EBS root volume. This allows you to restore the
original state of your EC2 instance. For information about creating EBS snapshots, see Creating
Amazon EBS Snapshots (p. 849).
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« The procedure below requires you to edit your httpd.conf file, which controls Apache's operation.
Certbot makes its own automated changes to this and other configuration files. Make a backup copy of
your entire /etc/httpd directory in case you need to restore it.

To install and run Certbot

1.

10.

Enable the Extra Packages for Enterprise Linux (EPEL) repository from the Fedora project on your
instance. Packages from EPEL are required as dependencies when you run the Certbot installation
script.

[ec2-user ~]$ sudo yum-config-manager --enable epel

Download the latest release of Certbot from EFF onto your EC2 instance using the following
command.

[ec2-user ~]$% wget https://dl.eff.org/certbot-auto

Make the downloaded file executable.

[ec2-user ~]% chmod a+x certbot-auto

Run the file with root permissions and the --debug flag.

[ec2-user ~]% sudo ./certbot-auto --debug

At the prompt "Is this ok [y/d/N]," type "y" and press Enter.

At the prompt "Enter email address (used for urgent renewal and security notices)," type a contact
address and press Enter.

Agree to the Let's Encrypt Terms of Service at the prompt. Type "A" and press Enter to proceed:

Please read the Terms of Service at
https://letsencrypt.org/documents/LE-SA-v1l.1.1-August-1-2016.pdf. You must agree
in order to register with the ACME server at
https://acme-v0l.api.letsencrypt.org/directory

(A)gree/(C)ancel: A

Click through the authorization for EFF put you on their mailing list by typing "Y" or "N" and press
Enter.

At the prompt shown below, type your Common Name (the name of your domain as described
above) and your Subject Alternative Name (SAN), separating the two names with a space or a
comma. Then press Enter. In this example, the names have been provided:

No names were found in your configuration files. Please enter in your domain
name(s) (comma and/or space separated) (Enter 'c' to cancel):example.com
www.example.com

On an Amazon Linux system with a default Apache configuration, you see output similar to the
example below, asking about the first name you provided. Type "1" and press Enter.

Obtaining a new certificate

Performing the following challenges:
tls-sni-01 challenge for example.com
tls-sni-01 challenge for www.example.com

We were unable to find a vhost with a ServerName or Address of example.com.

85




Amazon Elastic Compute Cloud
User Guide for Linux Instances
Certificate Automation: Let's Encrypt
with Certbot on Amazon Linux

11.

12.

13.

Which virtual host would you like to choose?
(note: conf files with multiple vhosts are not yet supported)

Press 1 [enter] to confirm the selection (press 'c' to cancel): 1

Next, Certbot asks about the second name. Type "1" and press Enter.

We were unable to find a vhost with a ServerName or Address of www.example.com.
Which virtual host would you like to choose?
(note: conf files with multiple vhosts are not yet supported)

Press 1 [enter] to confirm the selection (press 'c' to cancel): 1

At this point, Certbot creates your key and a CSR:

Waiting for verification...

Cleaning up challenges

Generating key (2048 bits): /etc/letsencrypt/keys/0000_key-certbot.pem
Creating CSR: /etc/letsencrypt/csr/0000_csr-certbot.pem

Authorize Certbot to create and all needed host certificates. When prompted for each name, type
"1" and press Enter as shown in the example:

We were unable to find a vhost with a ServerName or Address of example.com.
Which virtual host would you like to choose?
(note: conf files with multiple vhosts are not yet supported)

Press 1 [enter] to confirm the selection (press 'c' to cancel): 1
Deploying Certificate for example.com to VirtualHost /etc/httpd/conf.d/ssl.conf

We were unable to find a vhost with a ServerName or Address of www.example.com.
Which virtual host would you like to choose?
(note: conf files with multiple vhosts are not yet supported)

Press 1 [enter] to confirm the selection (press 'c' to cancel): 1
Deploying Certificate for www.example.com to VirtualHost /etc/httpd/conf.d/ssl.conf

Choose whether to allow insecure connections to your web server. If you choose option 2 (as shown
in the example), all connections to your server will either be encrypted or rejected.

Please choose whether HTTPS access is required or optional.

1: Easy - Allow both HTTP and HTTPS access to these sites
2: Secure - Make all requests redirect to secure HTTPS access

Select the appropriate number [1-2] then [enter] (press 'c' to cancel): 2

Certbot completes the configuration of Apache and reports success and other information:

Congratulations! You have successfully enabled https://example.com and
https://www.example.com

You should test your configuration at:
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https://www.ssllabs.com/ssltest/analyze.html?d=example.com
https://www.ssllabs.com/ssltest/analyze.html?d=www.example.com

IMPORTANT NOTES:

- Congratulations! Your certificate and chain have been saved at
/etc/letsencrypt/live/example.com/fullchain.pem. Your cert will
expire on 2017-07-19. To obtain a new or tweaked version of this
certificate in the future, simply run certbot-auto again with the
"certonly" option. To non-interactively renew *all* of your
certificates, run "certbot-auto renew"

After you complete the installation, test and optimize the security of your server as described in
Step 3: Test and Harden the Security Configuration (p. 68).

Certbot is designed to become an invisible, error-resistant part of your server system. By default, it
generates host certificates with a short, 90-day expiration time. If you have not previously configured
your system to call the command automatically, you must re-run the certbot command manually. This
procedure shows how to automate Certbot by setting up a cron job.

To configure automated certificate renewal

1.

After you have successfully run Certbot for the first time, open /etc/crontab in a text editor and
add a line similar to the following:

39 1,13 * * * root certbot renew --no-self-upgrade

Save the file when done. Here is an explanation of each component:

39 1,13 * * *

Schedules a command to be run at 01:39 and 13:39 every day. The selected values are arbitrary,
but the Certbot developers suggest running the command at least twice daily. This guarantees
that any certificate found to be compromised is promptly revoked and replaced.

root

The command runs with root privileges.

certbot renew --no-self-upgrade

The command to be run. The renew subcommand causes Certbot to check any previously
obtained certificates and to renew those that are approaching expiration. The --no-self-
upgrade flag prevents Certbot from upgrading itself without your intervention.

Restart the cron daemon:

[ec2-user ~]$ sudo service crond restart

Tutorial: Increase the Availability of Your
Application on Amazon EC2

Suppose that you start out running your app or website on a single EC2 instance, and over time, traffic
increases to the point that you require more than one instance to meet the demand. You can launch
multiple EC2 instances from your AMI and then use Elastic Load Balancing to distribute incoming traffic
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for your application across these EC2 instances. This increases the availability of your application. Placing
your instances in multiple Availability Zones also improves the fault tolerance in your application. If one
Availability Zone experiences an outage, traffic is routed to the other Availability Zone.

You can use Amazon EC2 Auto Scaling to maintain a minimum number of running instances for your
application at all times. Amazon EC2 Auto Scaling can detect when your instance or application is
unhealthy and replace it automatically to maintain the availability of your application. You can also
use Amazon EC2 Auto Scaling to scale your Amazon EC2 capacity up or down automatically based on
demand, using criteria that you specify.

In this tutorial, we use Amazon EC2 Auto Scaling with Elastic Load Balancing to ensure that you maintain
a specified number of healthy EC2 instances behind your load balancer. Note that these instances do not
need public IP addresses, because traffic goes to the load balancer and is then routed to the instances.
For more information, see Amazon EC2 Auto Scaling and Elastic Load Balancing.
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Prerequisites

This tutorial assumes that you have already done the following:

1. Created a virtual private cloud (VPC) with one public subnet in two or more Availability Zones. If you
haven't done so, see Create a Virtual Private Cloud (VPC) (p. 24).

Launched an instance in the VPC.

Connected to the instance and customized it. For example, installing software and applications,
copying data, and attaching additional EBS volumes. For information about setting up a web server
on your instance, see Tutorial: Install a LAMP Web Server with the Amazon Linux AMI (p. 42).

Tested your application on your instance to ensure that your instance is configured correctly.

5. Created a custom Amazon Machine Image (AMI) from your instance. For more information, see
Creating an Amazon EBS-Backed Linux AMI (p. 112) or Creating an Instance Store-Backed Linux
AMI (p. 115).

6. (Optional) Terminated the instance if you no longer need it.

7. Created an IAM role that grants your application the access to AWS it needs. For more information,
see To create an IAM role using the IAM console (p. 677).
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Scale and Load Balance Your Application

Use the following procedure to create a load balancer, create a launch configuration for your instances,
create an Auto Scaling group with two or more instances, and associate the load balancer with the Auto
Scaling group.

To scale and load-balance your application

AR A B

10.
11.

12.

13.

14.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
On the navigation pane, under LOAD BALANCING, choose Load Balancers.
Choose Create Load Balancer.

For Application Load Balancer, choose Create.

On the Configure Load Balancer page, do the following:

For Name, type a name for your load balancer. For example, my-1b.
For Scheme, keep the default value, internet-facing.
For Listeners, keep the default, which is a listener that accepts HTTP traffic on port 80.

For Availability Zones, select the VPC that you used for your instances. Select an Availability
Zone and then select the public subnet for that Availability Zone. Repeat for a second
Availability Zone.

o 0 T o

e. Choose Next: Configure Security Settings.
For this tutorial, you are not using a secure listener. Choose Next: Configure Security Groups.
On the Configure Security Groups page, do the following:

a. Choose Create a new security group.

Type a name and description for the security group, or keep the default name and description.
This new security group contains a rule that allows traffic to the port configured for the listener.

c. Choose Next: Configure Routing.
On the Configure Routing page, do the following:

For Target group, keep the default, New target group.

For Name, type a name for the target group.

Keep Protocol as HTTP, Port as 80, and Target type as instance.
For Health checks, keep the default protocol and path.

e. Choose Next: Register Targets.

On the Register Targets page, choose Next: Review to continue to the next page, as we'll use
Amazon EC2 Auto Scaling to add EC2 instances to the target group.

On the Review page, choose Create. After the load balancer is created, choose Close.
On the navigation pane, under AUTO SCALING, choose Launch Configurations.

o 0 T o

« If you are new to Amazon EC2 Auto Scaling, you see a welcome page. Choose Create Auto
Scaling group to start the Create Auto Scaling Group wizard, and then choose Create launch
configuration.

e Otherwise, choose Create launch configuration.

On the Choose AMI page, select the My AMiIs tab, and then select the AMI that you created in
Prerequisites (p. 88).

On the Choose Instance Type page, select an instance type, and then choose Next: Configure
details.

On the Configure details page, do the following:

a. For Name, type a name for your launch configuration (for example, my-launch-config).
b. For IAM role, select the IAM role that you created in Prerequisites (p. 88).
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15.

16.
17.

18.

19.

20.

21.
22.

c. (Optional) If you need to run a startup script, expand Advanced Details and type the script in
User data.

d. Choose Skip to review.

On the Review page, choose Edit security groups. You can select an existing security group or
create a new one. This security group must allow HTTP traffic and health checks from the load
balancer. If your instances will have public IP addresses, you can optionally allow SSH traffic if you
need to connect to the instances. When you are finished, choose Review.

On the Review page, choose Create launch configuration.

When prompted, select an existing key pair, create a new key pair, or proceed without a key pair.
Select the acknowledgment check box, and then choose Create launch configuration.

After the launch configuration is created, you must create an Auto Scaling group.

« If you are new to Amazon EC2 Auto Scaling and you are using the Create Auto Scaling group
wizard, you are taken to the next step automatically.

o Otherwise, choose Create an Auto Scaling group using this launch configuration.
On the Configure Auto Scaling group details page, do the following:

a. For Group name, type a name for the Auto Scaling group. For example, my-asg.

For Group size, type the number of instances (for example, 2). Note that we recommend that
you maintain approximately the same number of instances in each Availability Zone.

c. Select your VPC from Network and your two public subnets from Subnet.

Under Advanced Details, select Receive traffic from one or more load balancers. Select your
target group from Target Groups.

e. Choose Next: Configure scaling policies.

On the Configure scaling policies page, choose Review, as we will let Amazon EC2 Auto Scaling
maintain the group at the specified size. Note that later on, you can manually scale this Auto Scaling
group, configure the group to scale on a schedule, or configure the group to scale based on demand.

On the Review page, choose Create Auto Scaling group.
After the group is created, choose Close.

Test Your Load Balancer

When a client sends a request to your load balancer, the load balancer routes the request to one of its
registered instances.

To test your load balancer

1.

Verify that your instances are ready. From the Auto Scaling Groups page, select your Auto Scaling
group, and then choose the Instances tab. Initially, your instances are in the Pending state. When
their states are InService, they are ready for use.

Verify that your instances are registered with the load balancer. From the Target Groups page, select
your target group, and then choose the Targets tab. If the state of your instances is initial, it's
possible that they are still registering. When the state of your instances is healthy, they are ready
for use. After your instances are ready, you can test your load balancer as follows.

From the Load Balancers page, select your load balancer.

On the Description tab, locate the DNS name. This name has the following form:

my-1b-XXXXXXXXXX.us-west-2.elb.amazonaws.com

In a web browser, paste the DNS name for the load balancer into the address bar and press Enter.
You'll see your website displayed.
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Amazon Machine Images (AMI)

An Amazon Machine Image (AMI) provides the information required to launch an instance. You must
specify an AMI when you launch an instance. You can launch multiple instances from a single AMI when
you need multiple instances with the same configuration. You can use different AMlIs to launch instances
when you need instances with different configurations.

An AMI includes the following:

« One or more EBS snapshots, or, for instance-store-backed AMils, a template for the root volume of the
instance (for example, an operating system, an application server, and applications).

« Launch permissions that control which AWS accounts can use the AMI to launch instances.
« A block device mapping that specifies the volumes to attach to the instance when it's launched.

Using an AMI

The following diagram summarizes the AMI lifecycle. After you create and register an AMI, you can use it
to launch new instances. (You can also launch instances from an AMI if the AMI owner grants you launch
permissions.) You can copy an AMI within the same region or to different regions. When you no longer
require an AMI, you can deregister it.

launch——»
i Instance
create —l-' register—>-
EBS snapshat AMI #1
(or template COpy—®
if instance store
baded)
AMI &2
deregister

You can search for an AMI that meets the criteria for your instance. You can search for AMIs provided by
AWS or AMIs provided by the community. For more information, see AMI Types (p. 92) and Finding a
Linux AMI (p. 96).

After you launch an instance from an AMI, you can connect to it. When you are connected to an instance,
you can use it just like you use any other server. For information about launching, connecting, and using
your instance, see Amazon EC2 Instances (p. 173).

Creating Your Own AMI

You can launch an instance from an existing AMI, customize the instance, and then save this updated
configuration as a custom AMI. Instances launched from this new custom AMI include the customizations
that you made when you created the AMI.

The root storage device of the instance determines the process you follow to create an AMI. The root
volume of an instance is either an Amazon EBS volume or an instance store volume. For information, see
Amazon EC2 Root Device Volume (p. 14).
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To create an Amazon EBS-backed AMI, see Creating an Amazon EBS-Backed Linux AMI (p. 112). To
create an instance store-backed AMI, see Creating an Instance Store-Backed Linux AMI (p. 115).

To help categorize and manage your AMiIs, you can assign custom tags to them. For more information,
see Tagging Your Amazon EC2 Resources (p. 975).

Buying, Sharing, and Selling AMiIs

After you create an AMI, you can keep it private so that only you can use it, or you can share it with a
specified list of AWS accounts. You can also make your custom AMI public so that the community can use
it. Building a safe, secure, usable AMI for public consumption is a fairly straightforward process, if you

follow a few simple guidelines. For information about how to create and use shared AMIs, see Shared
AMils (p. 99).

You can purchase AMiIs from a third party, including AMIs that come with service contracts from
organizations such as Red Hat. You can also create an AMI and sell it to other Amazon EC2 users. For
more information about buying or selling AMIs, see Paid AMIs (p. 108).

Deregistering Your AMI

You can deregister an AMI when you have finished with it. After you deregister an AMI, it can't be used to
launch new instances. Existing instances launched from the AMI are not affected. For more information,
see Deregistering Your Linux AMI (p. 155).

Amazon Linux 2 and Amazon Linux AMI

Amazon Linux 2 and the Amazon Linux AMI are supported and maintained Linux images provided by
AWS. The following are some of the features of Amazon Linux 2 and Amazon Linux AMI:

« A stable, secure, and high-performance execution environment for applications running on Amazon
EC2.

« Provided at no additional charge to Amazon EC2 users.

« Repository access to multiple versions of MySQL, PostgreSQL, Python, Ruby, Tomcat, and many more
common packages.

« Updated on a regular basis to include the latest components, and these updates are also made
available in the yum repositories for installation on running instances.

« Includes packages that enable easy integration with AWS services, such as the AWS CLI, Amazon EC2
APl and AMI tools, the Boto library for Python, and the Elastic Load Balancing tools.

For more information, see Amazon Linux (p. 157).

AMI Types

You can select an AMI to use based on the following characteristics:

« Region (see Regions and Availability Zones (p. 6))
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« Operating system
« Architecture (32-bit or 64-bit)
o Launch Permissions (p. 93)

« Storage for the Root Device (p. 93)

Launch Permissions

The owner of an AMI determines its availability by specifying launch permissions. Launch permissions fall
into the following categories.

Launch Description

Permission

public The owner grants launch permissions to all AWS accounts.
explicit The owner grants launch permissions to specific AWS accounts.
implicit The owner has implicit launch permissions for an AMI.

Amazon and the Amazon EC2 community provide a large selection of public AMIs. For more information,
see Shared AMIs (p. 99). Developers can charge for their AMIs. For more information, see Paid
AMils (p. 108).

Storage for the Root Device

All AMils are categorized as either backed by Amazon EBS or backed by instance store. The former means
that the root device for an instance launched from the AMI is an Amazon EBS volume created from an
Amazon EBS snapshot. The latter means that the root device for an instance launched from the AMl is an
instance store volume created from a template stored in Amazon S3. For more information, see Amazon
EC2 Root Device Volume (p. 14).

The following table summarizes the important differences when using the two types of AMls.

Characteristic Amazon EBS-Backed AMI Amazon Instance Store-Backed AMI

Boot time for an Usually less than 1 minute Usually less than 5 minutes

instance

Size limit for a root 16 TiB 10 GiB

device

Root device volume Amazon EBS volume Instance store volume

Data persistence By default, the root volume Data on any instance store volumes
is deleted when the instance persists only during the life of the
terminates.* Data on any other instance.

Amazon EBS volumes persists after
instance termination by default.

Modifications The instance type, kernel, RAM disk, | Instance attributes are fixed for the
and user data can be changed while | life of an instance.
the instance is stopped.
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Characteristic Amazon EBS-Backed AMI Amazon Instance Store-Backed AMI
Charges You're charged for instance usage, You're charged for instance usage
Amazon EBS volume usage, and and storing your AMI in Amazon S3.
storing your AMI as an Amazon EBS
snapshot.
AMI creation/bundling Uses a single command/call Requires installation and use of AMI
tools
Stopped state Can be placed in stopped state Cannot be in stopped state;
where instance is not running, but instances are running or terminated
the root volume is persisted in
Amazon EBS

* By default, Amazon EBS-backed instance root volumes have the DeleteOnTermination flag set to
true. For information about how to change this flag so that the volume persists after termination, see
Changing the Root Device Volume to Persist (p. 16).

Determining the Root Device Type of Your AMI

To determine the root device type of an AMI using the console

Open the Amazon EC2 console.
2. Inthe navigation pane, click AMls, and select the AMI.
3. Check the value of Root Device Type in the Details tab as follows:

« If the value is ebs, this is an Amazon EBS-backed AMI.
o If the value is instance store, this is an instance store-backed AMI.

To determine the root device type of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

 describe-images (AWS CLI)
« Get-EC2Image (AWS Tools for Windows PowerShell)

Stopped State

You can stop an Amazon EBS-backed instance, but not an Amazon EC2 instance store-backed instance.
Stopping causes the instance to stop running (its status goes from running to stopping to stopped).
A stopped instance persists in Amazon EBS, which allows it to be restarted. Stopping is different from
terminating; you can't restart a terminated instance. Because Amazon EC2 instance store-backed
instances can't be stopped, they're either running or terminated. For more information about what
happens and what you can do while an instance is stopped, see Stop and Start Your Instance (p. 470).

Default Data Storage and Persistence

Instances that use an instance store volume for the root device automatically have instance store
available (the root volume contains the root partition and you can store additional data). You can
add persistent storage to your instance by attaching one or more Amazon EBS volumes. Any data on
an instance store volume is deleted when the instance fails or terminates. For more information, see
Instance Store Lifetime (p. 937).
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Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
The volume appears in your list of volumes like any other. With most instance types, Amazon EBS-
backed instances don't have instance store volumes by default. You can add instance store volumes or
additional Amazon EBS volumes using a block device mapping. For more information, see Block Device
Mapping (p. 957).

Boot Times

Instances launched from an Amazon EBS-backed AMI launch faster than instances launched from an
instance store-backed AMI. When you launch an instance from an instance store-backed AM], all the
parts have to be retrieved from Amazon S3 before the instance is available. With an Amazon EBS-backed
AMI, only the parts required to boot the instance need to be retrieved from the snapshot before the
instance is available. However, the performance of an instance that uses an Amazon EBS volume for

its root device is slower for a short time while the remaining parts are retrieved from the snapshot and
loaded into the volume. When you stop and restart the instance, it launches quickly, because the state is
stored in an Amazon EBS volume.

AMI Creation

To create Linux AMIs backed by instance store, you must create an AMI from your instance on the
instance itself using the Amazon EC2 AMI tools.

AMI creation is much easier for AMIs backed by Amazon EBS. The CreateImage APl action creates your
Amazon EBS-backed AMI and registers it. There's also a button in the AWS Management Console that
lets you create an AMI from a running instance. For more information, see Creating an Amazon EBS-
Backed Linux AMI (p. 112).

How You're Charged

With AMIs backed by instance store, you're charged for instance usage and storing your AMI in Amazon
S3. With AMIs backed by Amazon EBS, you're charged for instance usage, Amazon EBS volume storage
and usage, and storing your AMI as an Amazon EBS snapshot.

With Amazon EC2 instance store-backed AMIs, each time you customize an AMI and create a new one, all
of the parts are stored in Amazon S3 for each AMI. So, the storage footprint for each customized AMl is
the full size of the AMI. For Amazon EBS-backed AMiIs, each time you customize an AMI and create a new
one, only the changes are stored. So the storage footprint for subsequent AMIs you customize after the
first is much smaller, resulting in lower AMI storage charges.

When an Amazon EBS-backed instance is stopped, you're not charged for instance usage; however, you're
still charged for volume storage. As soon as you start your instance, we charge a minimum of one minute
for usage. After one minute, we charge only for the seconds used. For example, if you run an instance for
20 seconds and then stop it, we charge for a full one minute. If you run an instance for 3 minutes and 40
seconds, we charge for exactly 3 minutes and 40 seconds of usage. We charge you for each second, with
a one-minute minimum, that you keep the instance running, even if the instance remains idle and you
don't connect to it.

Linux AMI Virtualization Types

Linux Amazon Machine Images use one of two types of virtualization: paravirtual (PV) or hardware
virtual machine (HVM). The main differences between PV and HVM AMiIs are the way in which they boot
and whether they can take advantage of special hardware extensions (CPU, network, and storage) for
better performance.

For the best performance, we recommend that you use current generation instance types and HVM
AMIs when you launch your instances. For more information about current generation instance types,
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see Amazon EC2 Instance Types. If you are using previous generation instance types and would like to
upgrade, see Upgrade Paths.

HVM AMIs

HVM AMIs are presented with a fully virtualized set of hardware and boot by executing the master boot
record of the root block device of your image. This virtualization type provides the ability to run an
operating system directly on top of a virtual machine without any modification, as if it were run on the
bare-metal hardware. The Amazon EC2 host system emulates some or all of the underlying hardware
that is presented to the guest.

Unlike PV guests, HVM guests can take advantage of hardware extensions that provide fast access to

the underlying hardware on the host system. For more information on CPU virtualization extensions
available in Amazon EC2, see Intel Virtualization Technology on the Intel website. HVM AMIs are required
to take advantage of enhanced networking and GPU processing. In order to pass through instructions

to specialized network and GPU devices, the OS needs to be able to have access to the native hardware
platform; HVM virtualization provides this access. For more information, see Enhanced Networking on
Linux (p. 729) and Linux Accelerated Computing Instances (p. 236).

All instance types support HVM AMils.

To find an HVM AMI, verify that the virtualization type of the AMI is set to hvm, using the console or the
describe-images command.

PV AMIs

PV AMIs boot with a special boot loader called PV-GRUB, which starts the boot cycle and then chain
loads the kernel specified in the menu. 1st file on your image. Paravirtual guests can run on host
hardware that does not have explicit support for virtualization, but they cannot take advantage of
special hardware extensions such as enhanced networking or GPU processing. Historically, PV guests had
better performance than HVM guests in many cases, but because of enhancements in HVM virtualization
and the availability of PV drivers for HVYM AMs, this is no longer true. For more information about PV-
GRUB and its use in Amazon EC2, see Enabling Your Own Linux Kernels (p. 167).

The following previous generation instance types support PV AMis: C1, C3, HS51, M1, M3, M2, and T1.
Current generation instance types do not support PV AMls.

The following AWS regions support PV instances: Asia Pacific (Tokyo), Asia Pacific (Singapore), Asia
Pacific (Sydney), EU (Frankfurt), EU (Ireland), South America (S3o Paulo), US East (N. Virginia), US West
(N. California), and US West (Oregon).

To find a PV AMI, verify that the virtualization type of the AMI is set to paravirtual, using the console
or the describe-images command.

PV on HVYM

Paravirtual guests traditionally performed better with storage and network operations than HVM guests
because they could leverage special drivers for I/O that avoided the overhead of emulating network

and disk hardware, whereas HVM guests had to translate these instructions to emulated hardware.

Now PV drivers are available for HVM guests, so operating systems that cannot be ported to run in

a paravirtualized environment can still see performance advantages in storage and network 1/0 by
using them. With these PV on HVM drivers, HVM guests can get the same, or better, performance than
paravirtual guests.

Finding a Linux AMI

Before you can launch an instance, you must select an AMI to use. As you select an AMI, consider the
following requirements you might have for the instances that you'll launch:
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o The Region

« The operating system

« The architecture: 32-bit (1386) or 64-bit (x86_64)
« The root device type: Amazon EBS or instance store
o The provider (for example, Amazon Web Services)

« Additional software (for example, SQL server)

If you need to find a Windows AMI, see Finding a Windows AMI in the Amazon EC2 User Guide for
Windows Instances.

Contents
 Finding a Linux AMI Using the Amazon EC2 Console (p. 97)
« Finding an AMI Using the AWS CLI (p. 98)
 Finding a Quick Start AMI (p. 98)

Finding a Linux AMI Using the Amazon EC2 Console

You can find Linux AMiIs using the Amazon EC2 console. You can search through all available AMIs using
the Images page, or select from commonly used AMIs on the Quick Start tab when you use the console
to launch an instance. AMI IDs are unique to each region.

To find a Linux AMI using the Choose AMI page

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar, select the Region in which to launch your instances. You can select any
Region that's available to you, regardless of your location.

3. From the console dashboard, choose Launch Instance.

On the Quick Start tab, select from one of the commonly used AMils in the list. If you don't see the
AMI that you need, select the AWS Marketplace or Community AMIs tab to find additional AMls.

To find a Linux AMI using the Images page

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar, select the Region in which to launch your instances. You can select any
Region that's available to you, regardless of your location.

3. Inthe navigation pane, choose AMis.

(Optional) Use the Filter options to scope the list of displayed AMis to see only the AMIs that
interest you. For example, to list all Linux AMIs provided by AWS, select Public images. Choose the
Search bar and select Owner from the menu, then select Amazon images. Choose the Search bar
again to select Platform and then the operating system from the list provided.

5. (Optional) Choose the Show/Hide Columns icon to select which image attributes to display, such as
the root device type. Alternatively, you can select an AMI from the list and view its properties in the
Details tab.

6. Before you select an AMI, it's important that you check whether it's backed by instance store or by
Amazon EBS and that you are aware of the effects of this difference. For more information, see
Storage for the Root Device (p. 93).

7. To launch an instance from this AMI, select it and then choose Launch. For more information about
launching an instance using the console, see Launching Your Instance from an AMI (p. 398). If
you're not ready to launch the instance now, make note of the AMI ID for later.
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Finding an AMI Using the AWS CLI

You can use AWS CLI commands for Amazon EC2 to list only the Linux AMIs that meet your needs. After
locating an AMI that meets your needs, make note of its ID so that you can use it to launch instances. For
more information, see Launching an Instance Using the AWS CLI in the AWS Command Line Interface User
Guide.

The describe-images command supports filtering parameters. For example, use the --owners parameter
to display public AMIs owned by Amazon.

aws ec2 describe-images --owners self amazon

You can add the following filter to the previous command to display only AMIs backed by Amazon EBS:

--filters "Name=root-device-type,Values=ebs"

Important
Omitting the --owners flag from the describe-images command will return all images for
which you have launch permissions, regardless of ownership.

Finding a Quick Start AMI

When you launch an instance using the Amazon EC2 console, the Choose an Amazon Machine Image
(AMI) page includes a list of popular AMIs on the Quick Start tab. If you want to automate launching an
instance using one of these quick start AMls, you'll need to programatically locate the ID of the current
version of the AMI.

To locate the current version of a quick start AMI, you can enumerate all AMIs with its AMI name, and
then find the one with the most recent creation date.

Example Example: Find the current Amazon Linux 2 AMI

aws ec2 describe-images --owners amazon --filters 'Name=name,Values=amzn2-ami-
hvm-2.0.2???????-x86_64-gp2' 'Name=state,Values=available' --output json | jgq -r '.Images |
sort_by(.CreationDate) | last(.[]).ImageId'

Example Example: Find the current Amazon Linux AMI

aws ec2 describe-images --owners amazon --filters 'Name=name,Valueszamzn-ami-
hvm-22??.2?.?2.22?2?????-X86_64-gp2' 'Name=state,Values=available' --output json | jq -r
'.Images | sort_by(.CreationDate) | last(.[]).ImageIld’

Example Example: Find the current Ubuntu Server 16.04 LTS AMI

aws ec2 describe-images --owners 099720109477 --filters 'Name=name,Values=ubuntu/images/
hvm-ssd/ubuntu-xenial-16.04-amd64-server-????????' 'Name=state,Values=available' --output
json | jg -r '.Images | sort_by(.CreationDate) | last(.[]).ImageId’

Example Example: Find the current Red Hat Enterprise Linux 7.5 AMI

aws ec2 describe-images --owners 309956199498 --filters 'Name=name,Values=RHEL-7.5_HVM GA*'
'Name=state,Values=available' --output json | jq -r '.Images | sort_by(.CreationDate) |
last(.[]).ImageId’
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Example Example: Find the current SUSE Linux Enterprise Server 15 AMI

aws ec2 describe-images --owners amazon --filters 'Name=name,Values=suse-sles-15-

sort_by(.CreationDate) | last(.[]).ImageId'

Shared AMls

A shared AMI is an AMI that a developer created and made available for other developers to use. One of
the easiest ways to get started with Amazon EC2 is to use a shared AMI that has the components you
need and then add custom content. You can also create your own AMIs and share them with others.

You use a shared AMI at your own risk. Amazon can't vouch for the integrity or security of AMIs shared
by other Amazon EC2 users. Therefore, you should treat shared AMiIs as you would any foreign code that
you might consider deploying in your own data center and perform the appropriate due diligence. We
recommend that you get an AMI from a trusted source. If you have questions or observations about a
shared AMI, use the AWS forums.

Amazon's public images have an aliased owner, which appears as amazon in the account field. This
enables you to find AMIs from Amazon easily. Other users can't alias their AMls.

For information about creating an AM], see Creating an Instance Store-Backed Linux AMI or Creating an
Amazon EBS-Backed Linux AMI . For more information about building, delivering, and maintaining your
applications on the AWS Marketplace, see the AWS Marketplace User Guide and AWS Marketplace Seller
Guide.

Contents
 Finding Shared AMis (p. 99)
« Making an AMI Public (p. 101)
« Sharing an AMI with Specific AWS Accounts (p. 102)
« Using Bookmarks (p. 104)
Guidelines for Shared Linux AMls (p. 104)

Finding Shared AMIs

You can use the Amazon EC2 console or the command line to find shared AMls.

Note

AMils are a regional resource. Therefore, when searching for a shared AMI (public or private),
you must search for it from within the region from which it is being shared. To make an

AMI available in a different region, copy the AMI to the region and then share it. For more
information, see Copying an AMI.

Finding a Shared AMI (Console)

To find a shared private AMI using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Inthe navigation pane, choose AMis.

3. Inthe first filter, choose Private images. All AMIs that have been shared with you are listed. To
granulate your search, choose the Search bar and use the filter options provided in the menu.
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To find a shared public AMI using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, choose AMls.

3. In the first filter, choose Public images. To granulate your search, choose the Search bar and use the
filter options provided in the menu.

4. Use filters to list only the types of AMIs that interest you. For example, choose Owner : and then
choose Amazon images to display only Amazon's public images.

Finding a Shared AMI (AWS CLlI)

Use the describe-images command (AWS CLI) to list AMIs. You can scope the list to the types of AMIs that
interest you, as shown in the following examples.

Example: List all public AMIs

The following command lists all public AMls, including any public AMIs that you own.

aws ec2 describe-images --executable-users all

Example: List AMIs with explicit launch permissions

The following command lists the AMIs for which you have explicit launch permissions. This list does not
include any AMils that you own.

aws ec2 describe-images --executable-users self

Example: List AMIs owned by Amazon

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as amazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMls.

aws ec2 describe-images --owners amazon

Example: List AMIs owned by an account

The following command lists the AMIs owned by the specified AWS account.

aws ec2 describe-images --owners 123456789012

Example: Scope AMIs using a filter

To reduce the number of displayed AMIs, use a filter to list only the types of AMIs that interest you. For
example, use the following filter to display only EBS-backed AMls.

--filters "Name=root-device-type,Values=ebs"

Using Shared AMIs

Before you use a shared AMI, take the following steps to confirm that there are no pre-installed
credentials that would allow unwanted access to your instance by a third party and no pre-configured
remote logging that could transmit sensitive data to a third party. Check the documentation for the
Linux distribution used by the AMI for information about improving the security of the system.
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To ensure that you don't accidentally lose access to your instance, we recommend that you initiate
two SSH sessions and keep the second session open until you've removed credentials that you don't
recognize and confirmed that you can still log into your instance using SSH.

1. Identify and disable any unauthorized public SSH keys. The only key in the file should be the key you
used to launch the AMI. The following command locates authorized_keys files:

[ec2-user ~]$% sudo find / -name "authorized keys" -print -exec cat {} \;

2. Disable password-based authentication for the root user. Open the sshd_config file and edit the
PermitRootLogin line as follows:

PermitRootLogin without-password

Alternatively, you can disable the ability to log into the instance as the root user:

PermitRootLogin No

Restart the sshd service.

3. Check whether there are any other user accounts that are able to log in to your instance. Accounts
with superuser privileges are particularly dangerous. Remove or lock the password of any unknown
accounts.

4. Check for open ports that you aren't using and running network services listening for incoming
connections.

5. To prevent preconfigured remote logging, you should delete the existing configuration file and
restart the rsyslog service. For example:

[ec2-user ~]% sudo rm /etc/rsyslog.config
[ec2-user ~]$% sudo service rsyslog restart

6. Verify that all cron jobs are legitimate.

If you discover a public AMI that you feel presents a security risk, contact the AWS security team. For
more information, see the AWS Security Center.

Making an AMI Public

Amazon EC2 enables you to share your AMIs with other AWS accounts. You can allow all AWS accounts
to launch the AMI (make the AMI public), or only allow a few specific accounts to launch the AMI (see
Sharing an AMI with Specific AWS Accounts (p. 102)). You are not billed when your AMl is launched by
other AWS accounts; only the accounts launching the AMI are billed.

AMIs with encrypted volumes cannot be made public.

AMils are a regional resource. Therefore, sharing an AMI makes it available in that region. To make an AMI
available in a different region, copy the AMI to the region and then share it. For more information, see
Copying an AMI (p. 150).

To avoid exposing sensitive data when you share an AMI, read the security considerations in Guidelines
for Shared Linux AMiIs (p. 104) and follow the recommended actions.

Note
If an AMI has a product code, or contains a snapshot of an encrypted volume, you can't make it
public. You can share the AMI only with specific AWS accounts.
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Sharing an AMI with all AWS Accounts (Console)

After you make an AMI public, it is available in Community AMIs when you launch an instance in the
same region using the console. Note that it can take a short while for an AMI to appear in Community
AMIs after you make it public. It can also take a short while for an AMI to be removed from Community
AMIs after you make it private again.

To share a public AMI using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose AMils.
Select your AMI from the list, and then choose Actions, Modify Image Permissions.

PUwbnN =

Choose Public and choose Save.

Sharing an AMI with all AWS Accounts (AWS CLI)

Each AMI has a launchPermission property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the launchPermission property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts) or share it with
only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI. To
make the AMI public, specify the all group. You can specify both public and explicit launch permissions.

To make an AMI public

1. Use the modify-image-attribute command as follows to add the a1l group to the
launchPermission list for the specified AMI.

aws ec2 modify-image-attribute --image-id ami-Oabcdef1234567890 --launch-permission
"Add=[ {Group=all}]"

2. To verify the launch permissions of the AMI, use the following describe-image-attribute command.

aws ec2 describe-image-attribute --image-id ami-Oabcdef1234567890 --attribute
launchPermission

3. (Optional) To make the AMI private again, remove the all group from its launch permissions.
Note that the owner of the AMI always has launch permissions and is therefore unaffected by this
command.

aws ec2 modify-image-attribute --image-id ami-Oabcdef1234567890 --launch-permission
"Remove=[ {Group=all}]"

Sharing an AMI with Specific AWS Accounts

You can share an AMI with specific AWS accounts without making the AMI public. All you need is the AWS
account IDs. If you share an AMI with encrypted volumes, you must also share any CMKs used to encrypt
them. For more information, see Sharing an Amazon EBS Snapshot (p. 859).

AMIs are a regional resource. Therefore, sharing an AMI makes it available in that region. To make an AMI
available in a different region, copy the AMI to the region and then share it. For more information, see
Copying an AMI (p. 150).
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There is no limit to the number of AWS accounts with which an AMI can be shared.

Sharing an AMI (Console)

To grant explicit launch permissions using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose AMils.
Select your AMI in the list, and then choose Actions, Modify Image Permissions.

Specify the AWS account number of the user with whom you want to share the AMI in the AWS
Account Number field, then choose Add Permission.

pPUunN =

To share this AMI with multiple users, repeat this step until you have added all the required users.
5. To allow create volume permissions for snapshots, select Add "create volume" permissions to the
following associated snapshots when creating permissions.

Note
You do not need to share the Amazon EBS snapshots that an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch. However, you
do need to share any CMKs used to encrypt snapshots that the AMI references. For more
information, see Sharing an Amazon EBS Snapshot (p. 859).
6. Choose Save when you are done.
7. (Optional) To view the AWS account IDs with which you have shared the AMI, select the AMI in the
list, and choose the Permissions tab. To find AMIs that are shared with you, see Finding Shared
AMIs (p. 99).

Sharing an AMI (AWS CLI)

Use the modify-image-attribute command (AWS CLI) to share an AMI as shown in the following
examples.

To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS account.

aws ec2 modify-image-attribute --image-id ami-Oabcdef1234567890 --launch-permission
"Add=[ {UserId=123456789012}]"

The following command grants create volume permission for a snapshot.

aws ec2 modify-snapshot-attribute --snapshot-id snap-1234567890abcdef0 --attribute
createVolumePermission --operation-type add --user-ids 123456789012

Note

You do not need to share the Amazon EBS snapshots that an AMI references in order to share
the AML. Only the AMI itself needs to be shared; the system automatically provides the instance
access to the referenced Amazon EBS snapshots for the launch. However, you do need to share
any CMKs used to encrypt snapshots that the AMI references. For more information, see Sharing
an Amazon EBS Snapshot (p. 859).

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account:
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aws ec2 modify-image-attribute --image-id ami-0Oabcdef1234567890 --launch-permission
"Remove=[ {UserId=123456789012}]"

The following command removes create volume permission for a snapshot.

aws ec2 modify-snapshot-attribute --snapshot-id snap-1234567890abcdef0 --attribute
createVolumePermission --operation-type remove --user-ids 123456789012

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.

aws ec2 reset-image-attribute --image-id ami-0Oabcdef1234567890 --attribute launchPermission

Using Bookmarks

If you have created a public AMI, or shared an AMI with another AWS user, you can create a bookmark
that allows a user to access your AMI and launch an instance in their own account immediately. This is an
easy way to share AMI references, so users don't have to spend time finding your AMI in order to use it.

Note that your AMI must be public, or you must have shared it with the user to whom you want to send
the bookmark.

To create a bookmark for your AMI

1. Type a URL with the following information, where region is the region in which your AMI resides:

https://console.aws.amazon.com/ec2/v2/home?
region=region#LaunchInstanceWizard:ami=ami_id

For example, this URL launches an instance from the ami-Oabcdef1234567890 AMI in the us-east-1
region:

https://console.aws.amazon.com/ec2/v2/home?region=us-
east-1l#LaunchInstanceWizard:ami=ami-0abcdef1234567890

2. Distribute the link to users who want to use your AMI.

3. To use a bookmark, choose the link or copy and paste it into your browser. The launch wizard opens,
with the AMI already selected.

Guidelines for Shared Linux AMls

Use the following guidelines to reduce the attack surface and improve the reliability of the AMIs you
create.

Note
No list of security guidelines can be exhaustive. Build your shared AMIs carefully and take time
to consider where you might expose sensitive data.

Topics
« Update the AMI Tools Before Using Them (p. 105)
« Disable Password-Based Remote Logins for Root (p. 105)
« Disable Local Root Access (p. 106)
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« Remove SSH Host Key Pairs (p. 106)

« Install Public Key Credentials (p. 106)

« Disabling sshd DNS Checks (Optional) (p. 107)
« ldentify Yourself (p. 107)

« Protect Yourself (p. 108)

If you are building AMIs for AWS Marketplace, see Building AMIs for AWS Marketplace for guidelines,
policies and best practices.
For additional information about sharing AMIs safely, see the following articles:

» How To Share and Use Public AMIs in A Secure Manner
 Public AMI Publishing: Hardening and Clean-up Requirements

Update the AMI Tools Before Using Them

For AMIs backed by instance store, we recommend that your AMIs download and upgrade the Amazon
EC2 AMI creation tools before you use them. This ensures that new AMls based on your shared AMIs have
the latest AMI tools.

For Amazon Linux 2, install the aws-amitools-ec2 package and add the AMI tools to your PATH with
the following command. For the Amazon Linux AMI, aws-amitools-ec2 package is already installed by
default.

[ec2-user ~]% sudo yum install -y aws-amitools-ec2 && export PATH=$PATH:/opt/aws/bin > /
etc/profile.d/aws-amitools-ec2.sh && . /etc/profile.d/aws-amitools-ec2.sh

Upgrade the AMI tools with the following command:

[ec2-user ~]% sudo yum upgrade -y aws-amitools-ec2

For other distributions, make sure you have the latest AMI tools.

Disable Password-Based Remote Logins for Root

Using a fixed root password for a public AMI is a security risk that can quickly become known. Even
relying on users to change the password after the first login opens a small window of opportunity for
potential abuse.

To solve this problem, disable password-based remote logins for the root user.

To disable password-based remote logins for root

1. Openthe /etc/ssh/sshd_config file with a text editor and locate the following line:

#PermitRootLogin yes

2. Change the line to:

PermitRootLogin without-password

The location of this configuration file might differ for your distribution, or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.
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Disable Local Root Access

When you work with shared AMls, a best practice is to disable direct root logins. To do this, log into your
running instance and issue the following command:

[ec2-user ~]%$ sudo passwd -1 root

Note
This command does not impact the use of sudo.

Remove SSH Host Key Pairs

If you plan to share an AMI derived from a public AMI, remove the existing SSH host key pairs located in
/etc/ssh. This forces SSH to generate new unique SSH key pairs when someone launches an instance
using your AMI, improving security and reducing the likelihood of "man-in-the-middle" attacks.

Remove all of the following key files that are present on your system.

» ssh_host_dsa_key
 ssh_host_dsa_key.pub

« ssh_host_key

« ssh_host_key.pub

« ssh_host_rsa_key

« ssh_host_rsa_key.pub

« ssh_host_ecdsa_key

« ssh_host_ecdsa_key.pub

o ssh_host_ed25519_key

« ssh_host_ed25519_key.pub

You can securely remove all of these files with the following command.

[ec2-user ~]$% sudo shred -u /etc/ssh/*_key /etc/ssh/*_key.pub

Warning

Secure deletion utilities such as shred may not remove all copies of a file from your storage
media. Hidden copies of files may be created by journalling file systems (including Amazon Linux
default ext4), snapshots, backups, RAID, and temporary caching. For more information see the
shred documentation.

Important

If you forget to remove the existing SSH host key pairs from your public AMI, our routine
auditing process notifies you and all customers running instances of your AMI of the potential
security risk. After a short grace period, we mark the AMI private.

Install Public Key Credentials

After configuring the AMI to prevent logging in using a password, you must make sure users can log in
using another mechanism.

Amazon EC2 allows users to specify a public-private key pair name when launching an instance. When
a valid key pair name is provided to the RunInstances API call (or through the command line API
tools), the public key (the portion of the key pair that Amazon EC2 retains on the server after a call to
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CreateKeyPair or ImportKeyPair) is made available to the instance through an HTTP query against
the instance metadata.

To log in through SSH, your AMI must retrieve the key value at boot and append it to /root/.ssh/
authorized_keys (or the equivalent for any other user account on the AMI). Users can launch instances
of your AMI with a key pair and log in without requiring a root password.

Many distributions, including Amazon Linux and Ubuntu, use the cloud-init package to inject public
key credentials for a configured user. If your distribution does not support cloud-init, you can add
the following code to a system start-up script (such as /etc/rc.local) to pullin the public key you
specified at launch for the root user.

if [ ! -d /root/.ssh ] ; then
mkdir -p /root/.ssh
chmod 700 /root/.ssh
fi
# Fetch public key using HTTP
curl http://169.254.169.254/latest/meta-data/public-keys/0/openssh-key > /tmp/my-key
if [ $? -eq 0 ] ; then
cat /tmp/my-key >> /root/.ssh/authorized_keys
chmod 700 /root/.ssh/authorized_keys
rm /tmp/my-key
fi

This can be applied to any user account; you do not need to restrict it to root.

Note

Rebundling an instance based on this AMI includes the key with which it was launched. To
prevent the key's inclusion, you must clear out (or delete) the authorized_keys file or exclude
this file from rebundling.

Disabling sshd DNS Checks (Optional)

Disabling sshd DNS checks slightly weakens your sshd security. However, if DNS resolution fails, SSH
logins still work. If you do not disable sshd checks, DNS resolution failures prevent all logins.

To disable sshd DNS checks

1. Open the /etc/ssh/sshd_config file with a text editor and locate the following line:

#UseDNS yes

2. Change the line to:

UseDNS no

Note
The location of this configuration file can differ for your distribution or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.

|dentify Yourself

Currently, there is no easy way to know who provided a shared AMI, because each AMl is represented by
an account ID.

We recommend that you post a description of your AMI, and the AMI ID, in the Amazon EC2 forum. This
provides a convenient central location for users who are interested in trying new shared AMils.
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Protect Yourself

We recommend against storing sensitive data or software on any AMI that you share. Users who launch a
shared AMI might be able to rebundle it and register it as their own. Follow these guidelines to help you
to avoid some easily overlooked security risks:

« We recommend using the -—exclude directory option on ec2-bundle-vol to skip any
directories and subdirectories that contain secret information that you would not like to include
in your bundle. In particular, exclude all user-owned SSH public/private key pairs and SSH
authorized_keys files when bundling the image. The Amazon public AMIs store these in /
root/.ssh for the root account, and /home /user name/.ssh/ for regular user accounts. For more
information, see ec2-bundle-vol (p. 132).

« Always delete the shell history before bundling. If you attempt more than one bundle upload in the
same AMI, the shell history contains your secret access key. The following example should be the last
command executed before bundling from within the instance.

[ec2-user ~]$ shred -u ~/.*history

Warning

The limitations of shred described in the warning above apply here as well.

Be aware that bash writes the history of the current session to the disk on exit. If you log out
of your instance after deleting ~/ .bash_history, and then log back in, you will find that
~/.bash_history has been re-created and contains all of the commands executed during
your previous session.

Other programs besides bash also write histories to disk, Use caution and remove or exclude
unnecessary dot-files and dot-directories.

« Bundling a running instance requires your private key and X.509 certificate. Put these and other
credentials in a location that is not bundled (such as the instance store).

Paid AMIs

A paid AMI is an AMI that you can purchase from a developer.

Amazon EC2 integrates with AWS Marketplace, enabling developers to charge other Amazon EC2 users
for the use of their AMIs or to provide support for instances.

The AWS Marketplace is an online store where you can buy software that runs on AWS, including AMls
that you can use to launch your EC2 instance. The AWS Marketplace AMIs are organized into categories,
such as Developer Tools, to enable you to find products to suit your requirements. For more information
about AWS Marketplace, see the AWS Marketplace site.

Launching an instance from a paid AMI is the same as launching an instance from any other AMI. No
additional parameters are required. The instance is charged according to the rates set by the owner of
the AMI, as well as the standard usage fees for the related web services, for example, the hourly rate for
running an m1.small instance type in Amazon EC2. Additional taxes might also apply. The owner of the
paid AMI can confirm whether a specific instance was launched using that paid AMI.

Important

Amazon DevPay is no longer accepting new sellers or products. AWS Marketplace is now

the single, unified e-commerce platform for selling software and services through AWS. For
information about how to deploy and sell software from AWS Marketplace, see Selling on AWS
Marketplace. AWS Marketplace supports AMIs backed by Amazon EBS.

Contents
« Selling Your AMI (p. 109)
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Selling Your AMI

You can sell your AMI using AWS Marketplace. AWS Marketplace offers an organized shopping
experience. Additionally, AWS Marketplace also supports AWS features such as Amazon EBS-backed
AMIs, Reserved Instances, and Spot Instances.

For information about how to sell your AMI on AWS Marketplace, see Selling on AWS Marketplace.

Finding a Paid AMI

There are several ways that you can find AMiIs that are available for you to purchase. For example, you
can use AWS Marketplace, the Amazon EC2 console, or the command line. Alternatively, a developer
might let you know about a paid AMI themselves.

Finding a Paid AMI Using the Console

To find a paid AMI using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose AMils.

Choose Public images for the first filter.

In the Search bar, choose Owner, then AWS Marketplace.

vk wn o=

If you know the product code, choose Product Code, then type the product code.

Finding a Paid AMI Using AWS Marketplace

To find a paid AMI using AWS Marketplace

Open AWS Marketplace.
Enter the name of the operating system in the search box, and click Go.
To scope the results further, use one of the categories or filters.

PN =

Each product is labeled with its product type: either AMI or Software as a Service.

Finding a Paid AMI Using the AWS CLI

You can find a paid AMI using the following describe-images command (AWS CLI).

aws ec2 describe-images --owners aws-marketplace

This command returns numerous details that describe each AMI, including the product code for a paid
AMI. The output from describe-images includes an entry for the product code like the following:
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"ProductCodes": [

{
"ProductCodeId": "product_code",
"ProductCodeType": "marketplace"

1,

If you know the product code, you can filter the results by product code. This example returns the most
recent AMI with the specified product code.

aws ec2 describe-images --owners aws-marketplace \
--filters "Name=product-code,Values=product_code"
--query "sort_by(Images, &CreationDate)[-1].[ImageId]"

Purchasing a Paid AMI

You must sign up for (purchase) a paid AMI before you can launch an instance using the AMI.

Typically a seller of a paid AMI presents you with information about the AMI, including its price and a
link where you can buy it. When you click the link, you're first asked to log into AWS, and then you can
purchase the AMI.

Purchasing a Paid AMI Using the Console

You can purchase a paid AMI by using the Amazon EC2 launch wizard. For more information, see
Launching an AWS Marketplace Instance (p. 417).

Subscribing to a Product Using AWS Marketplace

To use the AWS Marketplace, you must have an AWS account. To launch instances from AWS Marketplace
products, you must be signed up to use the Amazon EC2 service, and you must be subscribed to the
product from which to launch the instance. There are two ways to subscribe to products in the AWS
Marketplace:

« AWS Marketplace website: You can launch preconfigured software quickly with the 1-Click
deployment feature.

« Amazon EC2 launch wizard: You can search for an AMI and launch an instance directly from the
wizard. For more information, see Launching an AWS Marketplace Instance (p. 417).

Getting the Product Code for Your Instance

You can retrieve the AWS Marketplace product code for your instance using its instance metadata. For
more information about retrieving metadata, see Instance Metadata and User Data (p. 529).

To retrieve a product code, use the following command:

[ec2-user ~]%$ curl http://169.254.169.254/latest/meta-data/product-codes

If your instance supports it, you can use the GET command:

[ec2-user ~]$ GET http://169.254.169.254/latest/meta-data/product-codes

If the instance has a product code, Amazon EC2 returns it.
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Using Paid Support

Amazon EC2 also enables developers to offer support for software (or derived AMis). Developers can
create support products that you can sign up to use. During sign-up for the support product, the
developer gives you a product code, which you must then associate with your own AMI. This enables
the developer to confirm that your instance is eligible for support. It also ensures that when you run
instances of the product, you are charged according to the terms for the product specified by the
developer.

Important
You can't use a support product with Reserved Instances. You always pay the price that's
specified by the seller of the support product.

To associate a product code with your AMI, use one of the following commands, where ami_id is the ID of
the AMI and product_code is the product code:

« modify-image-attribute (AWS CLI)

aws ec2 modify-image-attribute --image-id ami_id --product-codes "product_code"

Edit-EC2ImageAttribute (AWS Tools for Windows PowerShell)

PS C:\> Edit-EC2ImageAttribute -ImageId ami_id -ProductCode product_code

After you set the product code attribute, it cannot be changed or removed.

Bills for Paid and Supported AMls

At the end of each month, you receive an email with the amount your credit card has been charged for
using any paid or supported AMlIs during the month. This bill is separate from your regular Amazon EC2
bill. For more information, see Paying For AWS Marketplace Products.

Managing Your AWS Marketplace Subscriptions

On the AWS Marketplace website, you can check your subscription details, view the vendor's usage
instructions, manage your subscriptions, and more.

To check your subscription details

Log in to the AWS Marketplace.
Choose Your Marketplace Account.
Choose Manage your software subscriptions.

PN~

All your current subscriptions are listed. Choose Usage Instructions to view specific instructions for
using the product, for example, a user name for connecting to your running instance.

To cancel an AWS Marketplace subscription
1. Ensure that you have terminated any instances running from the subscription.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

a

b. In the navigation pane, choose Instances.

c. Select the instance, and choose Actions, Instance State, Terminate.
d

Choose Yes, Terminate when prompted for confirmation.
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2. Loginto the AWS Marketplace, and choose Your Marketplace Account, then Manage your software
subscriptions.

3. Choose Cancel subscription. You are prompted to confirm your cancellation.

Note

After you've canceled your subscription, you are no longer able to launch any instances
from that AMI. To use that AMI again, you need to resubscribe to it, either on the AWS
Marketplace website, or through the launch wizard in the Amazon EC2 console.

Creating an Amazon EBS-Backed Linux AMI

To create an Amazon EBS-backed Linux AMI, start from an instance that you've launched from an existing
Amazon EBS-backed Linux AMI. This can be an AMI you have obtained from the AWS Marketplace, an
AMI you have created using the AWS Server Migration Service or VM Import/Export, or any other AMI
you can access. After you customize the instance to suit your needs, create and register a new AMI, which
you can use to launch new instances with these customizations.

The procedures described below work for Amazon EC2 instances backed by encrypted Amazon EBS
volumes (including the root volume) as well as for unencrypted volumes.

The AMI creation process is different for instance store-backed AMils. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
the root device type for your instance, see Storage for the Root Device (p. 93). For more information
about creating an instance store-backed Linux AMI, see Creating an Instance Store-Backed Linux

AMI (p. 115).

For more information about creating an Amazon EBS-backed Windows AMI, see Creating an Amazon
EBS-Backed Windows AMI in the Amazon EC2 User Guide for Windows Instances.

Overview of Creating Amazon EBS-Backed AMiIs

First, launch an instance from an AMI that's similar to the AMI that you'd like to create. You can connect
to your instance and customize it. When the instance is configured correctly, ensure data integrity by
stopping the instance before you create an AMI, then create the image. When you create an Amazon
EBS-backed AMI, we automatically register it for you.

Amazon EC2 powers down the instance before creating the AMI to ensure that everything on the
instance is stopped and in a consistent state during the creation process. If you're confident that your
instance is in a consistent state appropriate for AMI creation, you can tell Amazon EC2 not to power
down and reboot the instance. Some file systems, such as XFS, can freeze and unfreeze activity, making it
safe to create the image without rebooting the instance.

During the AMI-creation process, Amazon EC2 creates snapshots of your instance's root volume and any
other EBS volumes attached to your instance. You're charged for the snapshots until you deregister the
AMI and delete the snapshots. For more information, see Deregistering Your Linux AMI (p. 155). If any
volumes attached to the instance are encrypted, the new AMI only launches successfully on instances
that support Amazon EBS encryption. For more information, see Amazon EBS Encryption (p. 883).

Depending on the size of the volumes, it can take several minutes for the AMI-creation process to
complete (sometimes up to 24 hours). You may find it more efficient to create snapshots of your volumes
before creating your AMI. This way, only small, incremental snapshots need to be created when the AMI
is created, and the process completes more quickly (the total time for snapshot creation remains the
same). For more information, see Creating Amazon EBS Snapshots (p. 849).

After the process completes, you have a new AMI and snapshot created from the root volume of the
instance. When you launch an instance using the new AMI, we create a new EBS volume for its root
volume using the snapshot.
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If you add instance-store volumes or EBS volumes to your instance in addition to the root device volume,
the block device mapping for the new AMI contains information for these volumes, and the block device
mappings for instances that you launch from the new AMI automatically contain information for these
volumes. The instance-store volumes specified in the block device mapping for the new instance are new
and don't contain any data from the instance store volumes of the instance you used to create the AMI.
The data on EBS volumes persists. For more information, see Block Device Mapping (p. 957).

Note

When you create a new instance from an EBS-backed AMI, you should initialize both its root
volume and any additional EBS storage before putting it into production. For more information,
see Initializing Amazon EBS Volumes.

Creating a Linux AMI from an Instance

You can create an AMI using the AWS Management Console or the command line. The following diagram
summarizes the process for creating an Amazon EBS-backed AMI from a running EC2 instance. Start with
an existing AMI, launch an instance, customize it, create a new AMI from it, and finally launch an instance
of your new AMI. The steps in the following diagram match the steps in the procedure below.

AMI #1 EC2 instance #1 AMI #2 EC2 instance #2

| I
ST cas — | D eBs — H EBS pro—
| root o> |__launch _)J' root o> |__launch root
: volume ' | instance : volume ' | instance volume
| snapshot #1 : | snapshot #2 H #2
N ’ N ’
Step 1l Step2 Step 3 Step 4 Step 5 Step 6 Step 7

To create an AMI from an instance using the console

1. Select an appropriate EBS-backed AMI to serve as a starting point for your new AMI, and configure
it as needed before launch. For more information, see Launching an Instance Using the Launch
Instance Wizard (p. 396).

2. Choose Launch to launch an instance of the EBS-backed AMI that you've selected. Accept the default
values as you step through the wizard. For more information, see Launching an Instance Using the
Launch Instance Wizard (p. 396).

3. While the instance is running, connect to it. You can perform any of the following actions on your
instance to customize it for your needs:
« Install software and applications
« Copy data

« Reduce start time by deleting temporary files, defragmenting your hard drive, and zeroing out
free space

« Attach additional Amazon EBS volumes

4, (Optional) Create snapshots of all the volumes attached to your instance. For more information
about creating snapshots, see Creating Amazon EBS Snapshots (p. 849).

5. In the navigation pane, choose Instances, select your instance, and then choose Actions, Image,
Create Image.

Tip
If this option is disabled, your instance isn't an Amazon EBS-backed instance.

6. Inthe Create Image dialog box, specify the following information, and then choose Create Image.

« Image name - A unique name for the image.

« Image description — An optional description of the image, up to 255 characters.
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« No reboot - This option is not selected by default. Amazon EC2 shuts down the instance, takes
snapshots of any attached volumes, creates and registers the AMI, and then reboots the instance.
Select No reboot to avoid having your instance shut down.

Warning
If you select No reboot, we can't guarantee the file system integrity of the created image.

« Instance Volumes - The fields in this section enable you to modify the root volume, and add
additional Amazon EBS and instance store volumes. For information about each field, pause on
the i icon next to each field to display field tooltips. Some important points are listed below.

« To change the size of the root volume, locate Root in the Volume Type column, and for Size
(GiB), type the required value.

« If you select Delete on Termination, when you terminate the instance created from this
AMI, the EBS volume is deleted. If you clear Delete on Termination, when you terminate the
instance, the EBS volume is not deleted.

Note

Delete on Termination determines if the EBS volume is deleted or not; it does not
affect the instance or the AMI. For more information, see Preserving Amazon EBS
Volumes on Instance Termination.

« To add an Amazon EBS volume, choose Add New Volume (which adds a new row). For Volume
Type, choose EBS, and fill in the fields in the row. When you launch an instance from your new
AMI, additional volumes are automatically attached to the instance. Empty volumes must be
formatted and mounted. Volumes based on a snapshot must be mounted.

« To add an instance store volume, see Adding Instance Store Volumes to an AMI (p. 942). When
you launch an instance from your new AMI, additional volumes are automatically initialized and
mounted. These volumes do not contain data from the instance store volumes of the running
instance on which you based your AMI.

7. To view the status of your AMI while it is being created, in the navigation pane, choose AMls.
Initially, the status is pending but should change to available after a few minutes.
(Optional) To view the snapshot that was created for the new AMI, choose Snapshots. When you
launch an instance from this AMI, we use this snapshot to create its root device volume.

8. Launch an instance from your new AMI. For more information, see Launching an Instance Using the
Launch Instance Wizard (p. 396).

9. The new running instance contains all of the customizations that you applied in previous steps.

To Create an AMI from an Instance Using the Command Line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

« create-image (AWS CLI)
« New-EC2Image (AWS Tools for Windows PowerShell)

Creating a Linux AMI from a Snapshot

If you have a snapshot of the root device volume of an instance, you can create an AMI from this
snapshot using the AWS Management Console or the command line.

To create an AMI from a snapshot using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Inthe navigation pane, under Elastic Block Store, choose Snapshots.
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3. Choose the snapshot and choose Actions, Create Image.

In the Create Image from EBS Snapshot dialog box, complete the fields to create your AMI, then
choose Create. If you're re-creating a parent instance, then choose the same options as the parent
instance.

« Architecture: Choose i386 for 32-bit or x86_64 for 64-bit.

« Root device name: Enter the appropriate name for the root volume. For more information, see
Device Naming on Linux Instances (p. 955).

« Virtualization type: Choose whether instances launched from this AMI use paravirtual (PV) or
hardware virtual machine (HVM) virtualization. For more information, see Linux AMI Virtualization
Types (p. 95).

o (PV virtualization type only) Kernel ID and RAM disk ID: Choose the AKI and ARI from the lists. If
you choose the default AKI or don't choose an AKI, you must specify an AKI every time you launch
an instance using this AMI. In addition, your instance may fail the health checks if the default AKI
is incompatible with the instance.

« (Optional) Block Device Mappings: Add volumes or expand the default size of the root volume for
the AMI. For more information about resizing the file system on your instance for a larger volume,
see Extending a Linux File System After Resizing a Volume (p. 880).

To create an AMI from a snapshot using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

« register-image (AWS CLI)

+ Register-EC2Image (AWS Tools for Windows PowerShell)

Creating an Instance Store-Backed Linux AMI

To create an instance store-backed Linux AMI, start from an instance that you've launched from an
existing instance store-backed Linux AMI. After you've customized the instance to suit your needs,

bundle the volume and register a new AMI, which you can use to launch new instances with these

customizations.

The AMI creation process is different for Amazon EBS-backed AMls. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
the root device type for your instance, see Storage for the Root Device (p. 93). If you need to create an
Amazon EBS-backed Linux AMI, see Creating an Amazon EBS-Backed Linux AMI (p. 112).

Overview of the Creation Process for Instance Store-
Backed AMls

The following diagram summarizes the process of creating an AMI from an instance store-backed
instance.
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First, launch an instance from an AMI that's similar to the AMI that you'd like to create. You can connect
to your instance and customize it. When the instance is set up the way you want it, you can bundle it.

It takes several minutes for the bundling process to complete. After the process completes, you have a
bundle, which consists of an image manifest (image .manifest.xml) and files (image.part.xx) that
contain a template for the root volume. Next you upload the bundle to your Amazon S3 bucket and then
register your AMI.

When you launch an instance using the new AMI, we create the root volume for the instance using
the bundle that you uploaded to Amazon S3. The storage space used by the bundle in Amazon S3
incurs charges to your account until you delete it. For more information, see Deregistering Your Linux
AMI (p. 155).

If you add instance store volumes to your instance in addition to the root device volume, the block device
mapping for the new AMI contains information for these volumes, and the block device mappings for
instances that you launch from the new AMI automatically contain information for these volumes. For
more information, see Block Device Mapping (p. 957).

Prerequisites

Before you can create an AMI, you must complete the following tasks:

« Install the AMI tools. For more information, see Setting Up the AMI Tools (p. 117).
« Install the AWS CLI. For more information, see Getting Set Up with the AWS Command Line Interface.

« Ensure that you have an Amazon S3 bucket for the bundle. To create an Amazon S3 bucket, open the
Amazon S3 console and click Create Bucket. Alternatively, you can use the AWS CLI mb command.

« Ensure that you have your AWS account ID. For more information, see AWS Account Identifiers in the
AWS General Reference.

« Ensure that you have your access key ID and secret access key. For more information, see Access Keys in
the AWS General Reference.

« Ensure that you have an X.509 certificate and corresponding private key.

« If you need to create an X.509 certificate, see Managing Signing Certificates (p. 119). The X.509
certificate and private key are used to encrypt and decrypt your AMI.

 [China (Beijing)] Use the $EC2_AMITOOL_HOME/etc/ec2/amitools/cert-ec2-cn-
north-1.pen certificate.

o [AWS GovCloud (US-West)] Use the $EC2_AMITOOL_HOME/etc/ec2/amitools/cert-ec2-
gov.pem certificate.

« Connect to your instance and customize it. For example, you can install software and applications,
copy data, delete temporary files, and modify the Linux configuration.

Tasks

« Setting Up the AMI Tools (p. 117)
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« Creating an AMI from an Instance Store-Backed Amazon Linux Instance (p. 120)

« Creating an AMI from an Instance Store-Backed Ubuntu Instance (p. 122)
« Converting your Instance Store-Backed AMI to an Amazon EBS-Backed AMI (p. 126)

Setting Up the AMI Tools

You can use the AMI tools to create and manage instance store-backed Linux AMls. To use the tools, you
must install them on your Linux instance. The AMI tools are available as both an RPM and as a .zip file for
Linux distributions that don't support RPM.

To set up the AMI tools using the RPM

1.

Install Ruby using the package manager for your Linux distribution, such as yum. For example:

[ec2-user ~]$ sudo yum install -y ruby

Download the RPM file using a tool such as wget or curl. For example:

[ec2-user ~]% wget https://s3.amazonaws.com/ec2-downloads/ec2-ami-tools.noarch.rpm

Verify the RPM file's signature using the following command:

[ec2-user ~]$% rpm -K ec2-ami-tools.noarch.rpm

The command above should indicate that the file's SHAT and MD5 hashes are oK. If the command
indicates that the hashes are NOT OK, use the following command to view the file's Header SHA1
and MD5 hashes:

[ec2-user ~]$ rpm -Kv ec2-ami-tools.noarch.rpm

Then, compare your file's Header SHA1 and MD5 hashes with the following verified AMI tools hashes
to confirm the file's authenticity:

« Header SHA1: a1f662d6f25f69871104e6a62187fa4df508f880
« MD5: 9faff05258064e2f7909b66142de6782

If your file's Header SHA1 and MD5 hashes match the verified AMI tools hashes, continue to the next
step.

Install the RPM using the following command:

[ec2-user ~]$%$ sudo yum install ec2-ami-tools.noarch.rpm

Verify your AMI tools installation using the ec2-ami-tools-version (p. 130) command.

[ec2-user ~]$ ec2-ami-tools-version

Note

If you receive a load error such as "cannot load such file -- ec2/amitools/version
(LoadError)", complete the next step to add the location of your AMI tools installation to
your RUBYLIB path.

(Optional) If you received an error in the previous step, add the location of your AMI tools
installation to your RUBYLIB path.
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a. Run the following command to determine the paths to add.

[ec2-user ~]$ rpm -qgil ec2-ami-tools | grep ec2/amitools/version
/usr/lib/ruby/site_ruby/ec2/amitools/version.rb
/usr/1ib64/ruby/site_ruby/ec2/amitools/version.rb

In the above example, the missing file from the previous load error is located at /usr/1ib/
ruby/site_rubyand /usr/1ib64/ruby/site_ruby.

b. Add the locations from the previous step to your RUBYLIB path.

[ec2-user ~]$ export RUBYLIB=$RUBYLIB:/usr/lib/ruby/site_ruby:/usr/1lib64/ruby/
site_ruby

c.  Verify your AMI tools installation using the ec2-ami-tools-version (p. 1730) command.

[ec2-user ~]$% ec2-ami-tools-version

To set up the AMI tools using the .zip file

1.

Install Ruby and unzip using the package manager for your Linux distribution, such as apt-get. For
example:

[ec2-user ~]$ sudo apt-get update -y && sudo apt-get install -y ruby unzip

Download the .zip file using a tool such as wget or curl. For example:

[ec2-user ~]$% wget https://s3.amazonaws.com/ec2-downloads/ec2-ami-tools.zip

Unzip the files into a suitable installation directory, such as /usr/local/ec2.

[ec2-user ~]$%$ sudo mkdir -p /usr/local/ec2
$ sudo unzip ec2-ami-tools.zip -d /usr/local/ec2

Notice that the .zip file contains a folder ec2-ami-tools-x.x.x, where x.x.x is the version number of
the tools (for example, ec2-ami-tools-1.5.7).

Set the EC2_AMITOOL_HOME environment variable to the installation directory for the tools. For
example:

[ec2-user ~]$ export EC2_AMITOOL_HOME=/usr/local/ec2/ec2-ami-tools-x.x.x

Add the tools to your PATH environment variable. For example:

[ec2-user ~]$ export PATH=$EC2_AMITOOL_HOME/bin:$PATH

You can verify your AMI tools installation using the ec2-ami-tools-version (p. 130) command.

[ec2-user ~]$ ec2-ami-tools-version
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Managing Signing Certificates

Certain commands in the AMI tools require a signing certificate (also known as X.509 certificate). You
must create the certificate and then upload it to AWS. For example, you can use a third-party tool such
as OpenSSL to create the certificate.

To create a signing certificate

1. Install and configure OpenSSL.

2. Create a private key using the openss1l genrsa command and save the output to a . pem file. We
recommend that you create a 2048- or 4096-bit RSA key.

openssl genrsa 2048 > private-key.pem

3. Generate a certificate using the openssl req command.

openssl req -new -x509 -nodes -sha256 -days 365 -key private-key.pem -outform PEM -
out certificate.pem

To upload the certificate to AWS, use the upload-signing-certificate command.

aws iam upload-signing-certificate --user-name user-name --certificate-body file://path/to/
certificate.pem

To list the certificates for a user, use the list-signing-certificates command:

aws iam list-signing-certificates --user-name user-name

To disable or re-enable a signing certificate for a user, use the update-signing-certificate command. The
following command disables the certificate:

aws iam update-signing-certificate --certificate-id OFHPLP4ZULTHYPMSYEX704BEXAMPLE --
status Inactive --user-name user-name

To delete a certificate, use the delete-signing-certificate command:

aws iam delete-signing-certificate --user-name user-name --certificate-
id OFHPLP4ZULTHYPMSYEX704BEXAMPLE

Creating an AMI from an Instance Store-Backed
Instance

The following procedures are for creating an instance store-backed AMI from an instance store-backed
instance. Before you begin, ensure that you've read the Prerequisites (p. 116).
Topics

« Creating an AMI from an Instance Store-Backed Amazon Linux Instance (p. 120)

« Creating an AMI from an Instance Store-Backed Ubuntu Instance (p. 122)
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Creating an AMI from an Instance Store-Backed Amazon Linux
Instance

This section describes the creation of an AMI from an Amazon Linux instance. The following procedures
may not work for instances running other Linux distributions. For Ubuntu-specific procedures, see
Creating an AMI from an Instance Store-Backed Ubuntu Instance (p. 122).

To prepare to use the AMI tools (HVM instances only)

1.

The AMI tools require GRUB Legacy to boot properly. Use the following command to install GRUB:

[ec2-user ~]$ sudo yum install -y grub

Install the partition management packages with the following command:

[ec2-user ~]$ sudo yum install -y gdisk kpartx parted

To create an AMI from an instance store-backed Amazon Linux instance

This procedure assumes that you have satisfied the prerequisites in Prerequisites (p. 116).

1.

Upload your credentials to your instance. We use these credentials to ensure that only you and
Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your credentials as follows:

[ec2-user ~]$% mkdir /tmp/cert

This enables you to exclude your credentials from the created image.

b. Copy your X.509 certificate and corresponding private key from your computer to the /tmp/
cert directory on your instance using a secure copy tool such as scp (p. 450). The -i my-
private-key.pem option in the following scp command is the private key you use to connect
to your instance with SSH, not the X.509 private key. For example:

you@your_computer:~ $ scp -i my-private-key.pem /
path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE . pem /
path/to/cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE . pem ec2-
user@ec2-203-0-113-25.compute-1.amazonaws.com: /tmp/cert/
Pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem 100% 717 0.7KB/s 00:00
cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem 100% 685 0.7KB/s 00:00

Alternatively, because these are plain text files, you can open the certificate and key in a text editor
and copy their contents into new files in /tmp/cert.

Prepare the bundle to upload to Amazon S3 by running the ec2-bundle-vol (p. 132) command
from inside your instance. Be sure to specify the —e option to exclude the directory where your
credentials are stored. By default, the bundle process excludes files that might contain sensitive
information. These files include *.sw, *.swo, *.swp, *.pem, *.priv, *id _rsa¥*, *id_dsa*
*.gpg, *.jks, */.ssh/authorized_keys, and */.bash_history. To include all of these files,
use the --no-filter option. To include some of these files, use the --include option.

Important

By default, the AMI bundling process creates a compressed, encrypted collection of files
in the /tmp directory that represents your root volume. If you do not have enough free
disk space in /tmp to store the bundle, you need to specify a different location for the
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bundle to be stored with the -d /path/to/bundle/storage option. Some instances
have ephemeral storage mounted at /mnt or /media/ephemeral0 that you can use, or
you can also create (p. 827), attach (p. 831), and mount (p. 832) a new Amazon EBS
volume to store the bundle.

a.  You must run the ec2-bundle-vol command as root. For most commands, you can use sudo to
gain elevated permissions, but in this case, you should run sudo -E su to keep your environment
variables.

[ec2-user ~]$% sudo -E su

Note that bash prompt now identifies you as the root user, and that the dollar sign has been
replaced by a hash tag, signalling that you are in a root shell:

[root ec2-user]#

b. To create the AMI bundle, run the ec2-bundle-vol (p. 132) command as follows:

[root ec2-user]# ec2-bundle-vol -k /tmp/cert/pk-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -c /tmp/cert/cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -u 123456789012 -r x86_64 -e /tmp/cert --
partition gpt

Note
For the China (Beijing) and AWS GovCloud (US-West) regions, use the --ec2cert
parameter and specify the certificates as per the prerequisites (p. 116).

It can take a few minutes to create the image. When this command completes, your /tmp
(or non-default) directory contains the bundle (image .manifest.xml, plus multiple
image.part.xx files).

c. Exit from the root shell.

[root ec2-user]# exit

3. (Optional) To add more instance store volumes, edit the block device mappings in the
image.manifest.xml file for your AMI. For more information, see Block Device Mapping (p. 957).

a. Create a backup of your image .manifest.xml file.

[ec2-user ~]$% sudo cp /tmp/image.manifest.xml /tmp/image.manifest.xml.bak

b. Reformat the image.manifest.xml file so that it is easier to read and edit.

[ec2-user ~]$% sudo xmllint --format /tmp/image.manifest.xml.bak > sudo /tmp/
image.manifest.xml

c. Edit the block device mappings in image .manifest.xml with a text editor. The example below
shows a new entry for the ephemeral1l instance store volume.

Note
For a list of excluded files, see ec2-bundle-vol (p. 132).

<block_device_mapping>
<mapping>
<virtual>ami</virtual>
<device>sda</device>
</mapping>
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<mapping>
<virtual>ephemeralO</virtual>
<device>sdb</device>

</mapping>

<mapping>
<virtual>ephemerall</virtual>
<device>sdc</device>

</mapping>

<mapping>
<virtual>root</virtual>
<device>/dev/sdal</device>

</mapping>

</block_device_mapping>

d. Savethe image.manifest.xml file and exit your text editor.
4. To upload your bundle to Amazon S3, run the ec2-upload-bundle (p. 142) command as follows.

[ec2-user ~]$ ec2-upload-bundle -b my-s3-bucket/bundle_folder/bundle_name -m /tmp/
image.manifest.xml -a your_access_key id -s your_secret_access_key

Important
To register your AMI in a region other than US East (N. Virginia), you must specify both the
target region with the --region option and a bucket path that already exists in the target
region or a unique bucket path that can be created in the target region.
5. (Optional) After the bundle is uploaded to Amazon S3, you can remove the bundle from the /tmp
directory on the instance using the following rm command:

[ec2-user ~]% sudo rm /tmp/image.manifest.xml /tmp/image.part.* /tmp/image

Important
If you specified a path with the -d /path/to/bundle/storage option in Step
2 (p. 120), use that path instead of /tmp.

6. To register your AMI, run the register-image command as follows.

[ec2-user ~]$ aws ec2 register-image --image-location my-s3-
bucket/bundle_folder/bundle_name/image.manifest.xml --name AMI_ name --virtualization-
type hvm

Important

If you previously specified a region for the ec2-upload-bundle (p. 142) command, specify
that region again for this command.

Creating an AMI from an Instance Store-Backed Ubuntu Instance

This section describes the creation of an AMI from an Ubuntu Linux instance. The following procedures
may not work for instances running other Linux distributions. For procedures specific to Amazon Linux,
see Creating an AMI from an Instance Store-Backed Amazon Linux Instance (p. 120).

To prepare to use the AMI Tools (HVM instances only)

The AMI tools require GRUB Legacy to boot properly. However, Ubuntu is configured to use GRUB 2. You
must check to see that your instance uses GRUB Legacy, and if not, you need to install and configure it.

HVM instances also require partitioning tools to be installed for the AMI tools to work properly.

1. GRUB Legacy (version 0.9x or less) must be installed on your instance. Check to see if GRUB Legacy
is present and install it if necessary.
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a. Check the version of your GRUB installation.

ubuntu:~$ grub-install --version
grub-install (GRUB) 1.99-2lubuntu3.10

In this example, the GRUB version is greater than 0.9x, so GRUB Legacy must be installed.
Proceed to Step 1.b (p. 123). If GRUB Legacy is already present, you can skip to Step
2 (p. 123).

b. Install the grub package using the following command.

ubuntu:~$ sudo apt-get install -y grub

Verify that your instance is using GRUB Legacy.

ubuntu:~$ grub --version
grub (GNU GRUB 0.97)

Install the following partition management packages using the package manager for your
distribution.

o gdisk (some distributions may call this package gpt£disk instead)
e kpartx
e parted

Use the following command.

ubuntu:~$ sudo apt-get install -y gdisk kpartx parted

Check the kernel parameters for your instance.

ubuntu:~$ cat /proc/cmdline
BOOT_IMAGE=/boot/vmlinuz-3.2.0-54-virtual root=UUID=4£392932-ed93-4f8f-
aee7-72bc5bb6cadd ro console=ttySO0 xen_emul_unplug=unnecessary

Note the options following the kernel and root device parameters: ro, console=ttyso, and
xen_emul_unplug=unnecessary. Your options may differ.

Check the kernel entries in /boot/grub/menu.lst.

ubuntu:~$ grep Akernel /boot/grub/menu.lst

kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs ro console=hvcO
kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs ro single
kernel /boot/memtest86+.bin

Note that the console parameter is pointing to hvco instead of ttySs0 and that the
xen_emul_unplug=unnecessary parameter is missing. Again, your options may differ.

Edit the /boot/grub/menu. 1st file with your favorite text editor (such as vim or nano) to change
the console and add the parameters you identified earlier to the boot entries.

title Ubuntu 12.04.3 LTS, kernel 3.2.0-54-virtual

root (hdo)

kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs
ro console=ttySO0 xen_emul_unplug=unnecessary

initrd /boot/initrd.img-3.2.0-54-virtual
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title Ubuntu 12.04.3 LTS, kernel 3.2.0-54-virtual (recovery mode)
root (hdo)

kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs ro
single console=ttySO xen_emul_unplug=unnecessary

initrd /boot/initrd.img-3.2.0-54-virtual

title Ubuntu 12.04.3 LTS, memtest86+

root (hdo)

kernel /boot/memtest86+.bin

6. Verify that your kernel entries now contain the correct parameters.

ubuntu:~$ grep Akernel /boot/grub/menu.lst

kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs ro console=ttyS0
xen_emul_unplug=unnecessary

kernel /boot/vmlinuz-3.2.0-54-virtual root=LABEL=cloudimg-rootfs ro single
console=ttyS0 xen_emul_unplug=unnecessary

kernel /boot/memtest86+.bin

7. [For Ubuntu 14.04 and later only] Starting with Ubuntu 14.04, instance store backed Ubuntu AMls
use a GPT partition table and a separate EFI partition mounted at /boot/efi. The ec2-bundle-vol
command will not bundle this boot partition, so you need to comment out the /etc/fstab entry
for the EFI partition as shown in the following example.

LABEL=cloudimg-rootfs / ext4 defaults 00
#LABEL=UEFI /boot/efi vfat defaults 00
/dev/xvdb /mnt auto defaults,nobootwait,comment=cloudconfig 0 2

To create an AMI from an instance store-backed Ubuntu instance

This procedure assumes that you have satisfied the prerequisites in Prerequisites (p. 116).

1. Upload your credentials to your instance. We use these credentials to ensure that only you and
Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your credentials as follows:

ubuntu:~$ mkdir /tmp/cert

This enables you to exclude your credentials from the created image.

b. Copy your X.509 certificate and private key from your computer to the /tmp/cert directory on
your instance, using a secure copy tool such as scp (p. 450). The -1 my-private-key.pem
option in the following scp command is the private key you use to connect to your instance with
SSH, not the X.509 private key. For example:

you@your_computer:~ $ scp -i my-private-key.pem /
path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem /
path/to/cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem ec2-
user@ec2-203-0-113-25.compute-1.amazonaws.com: /tmp/cert/
pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem 100% 717 0.7KB/s 00:00
cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem 100% 685 0.7KB/s 00:00

Alternatively, because these are plain text files, you can open the certificate and key in a text editor
and copy their contents into new files in /tmp/cert.
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2. Prepare the bundle to upload to Amazon S3 by running the ec2-bundle-vol (p. 132) command
from your instance. Be sure to specify the -e option to exclude the directory where your credentials
are stored. By default, the bundle process excludes files that might contain sensitive information.
These files include *. sw, *.swo, *.swp, *.pem, *.priv, *id_rsa*, *id_dsa* *.gpg, *. jks,
*/.ssh/authorized_keys, and */.bash_history. To include all of these files, use the --no-
filter option. To include some of these files, use the --include option.

Important

By default, the AMI bundling process creates a compressed, encrypted collection of files
in the /tmp directory that represents your root volume. If you do not have enough free
disk space in /tmp to store the bundle, you need to specify a different location for the
bundle to be stored with the -d /path/to/bundle/storage option. Some instances
have ephemeral storage mounted at /mnt or /media/ephemeral0 that you can use, or
you can also create (p. 827), attach (p. 831), and mount (p. 832) a new Amazon EBS
volume to store the bundle.

a. You must run the ec2-bundle-vol command needs as root. For most commands, you can use
sudo to gain elevated permissions, but in this case, you should run sudo -E su to keep your
environment variables.

ubuntu:~$ sudo -E su

Note that bash prompt now identifies you as the root user, and that the dollar sign has been
replaced by a hash tag, signalling that you are in a root shell:

root@ubuntu:#

b. To create the AMI bundle, run the ec2-bundle-vol (p. 132) command as follows.

root@ubuntu:# ec2-bundle-vol -k /tmp/cert/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem
-c¢ /tmp/cert/cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -u your_aws_account_id -r
x86_64 -e /tmp/cert --partition gpt

Important
For Ubuntu 14.04 and later HVM instances, add the —--partition mbr flag to bundle
the boot instructions properly; otherwise, your newly-created AMI will not boot.

It can take a few minutes to create the image. When this command completes, your tmp
directory contains the bundle (image .manifest.xml, plus multiple image.part.xx files).

c. Exit from the root shell.

root@eubuntu:# exit

3. (Optional) To add more instance store volumes, edit the block device mappings in the
image.manifest.xml file for your AMI. For more information, see Block Device Mapping (p. 957).

a. Create a backup of your image .manifest.xml file.

ubuntu:~$ sudo cp /tmp/image.manifest.xml /tmp/image.manifest.xml.bak

b. Reformat the image.manifest.xml file so that it is easier to read and edit.

ubuntu:~$ sudo xmllint --format /tmp/image.manifest.xml.bak > /tmp/
image.manifest.xml

c. Edit the block device mappings in image .manifest.xml with a text editor. The example below
shows a new entry for the ephemerali instance store volume.
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<block_device_mapping>
<mapping>
<virtual>ami</virtual>
<device>sda</device>
</mapping>
<mapping>
<virtual>ephemeralO</virtual>
<device>sdb</device>
</mapping>
<mapping>
<virtual>ephemerall</virtual>
<device>sdc</device>
</mapping>
<mapping>
<virtual>root</virtual>
<device>/dev/sdal</device>
</mapping>
</block_device_mapping>

d. Savethe image.manifest.xml file and exit your text editor.

To upload your bundle to Amazon S3, run the ec2-upload-bundle (p. 142) command as follows.

ubuntu:~$ ec2-upload-bundle -b my-s3-bucket/bundle_folder/bundle_name -m /tmp/
image.manifest.xml -a your_access_key id -s your_secret_access_key

Important

If you intend to register your AMI in a region other than US East (N. Virginia), you must
specify both the target region with the --region option and a bucket path that already
exists in the target region or a unique bucket path that can be created in the target region.

(Optional) After the bundle is uploaded to Amazon S3, you can remove the bundle from the /tmp
directory on the instance using the following rm command:

ubuntu:~$ sudo rm /tmp/image.manifest.xml /tmp/image.part.* /tmp/image

Important
If you specified a path with the -d /path/to/bundle/storage option in Step
2 (p. 125), use that same path below, instead of /tmp.

To register your AMI, run the register-image AWS CLI command as follows.

ubuntu:~$ aws ec2 register-image --image-location my-s3-
bucket/bundle_folder/bundle_name/image.manifest.xml --name AMI name --virtualization-
type hvm

Important
If you previously specified a region for the ec2-upload-bundle (p. 142) command, specify
that region again for this command.

[Ubuntu 14.04 and later] Uncomment the EFl entry in /etc/£fstab; otherwise, your running
instance will not be able to reboot.

Converting your Instance Store-Backed AMI to an
Amazon EBS-Backed AMI

You can convert an instance store-backed Linux AMI that you own to an Amazon EBS-backed Linux AMI.
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Important
You can't convert an instance store-backed Windows AMI to an Amazon EBS-backed Windows

AMI and you cannot convert an AMI that you do not own.

To convert an instance store-backed AMI to an Amazon EBS-backed AMI

1.  Launch an Amazon Linux instance from an Amazon EBS-backed AMI. For more information, see
Launching an Instance Using the Launch Instance Wizard (p. 396). Amazon Linux instances have
the AWS CLI and AMI tools pre-installed.

2. Upload the X.509 private key that you used to bundle your instance store-backed AMI to your
instance. We use this key to ensure that only you and Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your X.509 private key as follows:

[ec2-user ~]$ mkdir /tmp/cert

b. Copy your X.509 private key from your computer to the /tmp/cert directory on your instance,
using a secure copy tool such as scp (p. 450). The my-private-key parameter in the
following command is the private key you use to connect to your instance with SSH. For
example:

you@your_computer:~ $ scp -i my-private-key.pem /
path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE . pem ec2-
user@ec2-203-0-113-25.compute-1.amazonaws.com: /tmp/cert/
pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem 100% 717 0.7KB/s 00:00

3. Set environment variables for your AWS access key and secret key.

[ec2-user ~]%$ export AWS_ACCESS_KEY_ID=your_access_key_id
[ec2-user ~]$%$ export AWS_SECRET_ACCESS_KEY=your_secret_access_key

4. Prepare an Amazon EBS volume for your new AMI.

a. Create an empty Amazon EBS volume in the same Availability Zone as your instance using the
create-volume command. Note the volume ID in the command output.

Important
This Amazon EBS volume must be the same size or larger than the original instance
store root volume.

[ec2-user ~]$ aws ec2 create-volume --size 10 --region us-west-2 --availability-
zone us-west-2b

b. Attach the volume to your Amazon EBS-backed instance using the attach-volume command.

[ec2-user ~]$ aws ec2 attach-volume --volume-id volume_id --instance-id instance_id
--device /dev/sdb --region us-west-2

5. Create a folder for your bundle.

[ec2-user ~]$% mkdir /tmp/bundle

6. Download the bundle for your instance store-based AMI to /tmp/bundle using the ec2-download-
bundle (p. 138) command.

[ec2-user ~]$ ec2-download-bundle -b my-s3-bucket/bundle_folder/bundle_name -m
image.manifest.xml -a $AWS_ACCESS_KEY_ID -s $AWS_SECRET_ACCESS_KEY --privatekey /path/
to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem -d /tmp/bundle
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10.

11.

12.

13.

14.

Reconstitute the image file from the bundle using the ec2-unbundle (p. 141) command.

a. Change directories to the bundle folder.

[ec2-user ~]$ ed /tmp/bundle/

b. Run the ec2-unbundle (p. 141) command.

[ec2-user bundle]$ ec2-unbundle -m image.manifest.xml --privatekey /path/to/pk-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem

Copy the files from the unbundled image to the new Amazon EBS volume.

[ec2-user bundle]$ sudo dd if=/tmp/bundle/image of=/dev/sdb bs=1M

Probe the volume for any new partitions that were unbundled.

[ec2-user bundle]$ sudo partprobe /dev/sdbl

List the block devices to find the device name to mount.

[ec2-user bundle]$ 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
/dev/sda 202:0 0 8G 0 disk

##/dev/sdal 202:1 0 8G 0 part /

/dev/sdb 202:80 0 10G 0 disk

##/dev/sdbl 202:81 0 10G O part

In this example, the partition to mount is /dev/sdb1, but your device name will likely be different.
If your volume is not partitioned, then the device to mount will be similar to /dev/sdb (without a
device partition trailing digit).

Create a mount point for the new Amazon EBS volume and mount the volume.

[ec2-user bundle]$ sudo mkdir /mnt/ebs
[ec2-user bundle]$ sudo mount /dev/sdbl /mnt/ebs

Open the /etc/£fstab file on the EBS volume with your favorite text editor (such as vim or nano)
and remove any entries for instance store (ephemeral) volumes. Because the Amazon EBS volume is
mounted on /mnt/ebs, the fstab file is located at /mnt /ebs/etc/fstab.

[ec2-user bundle]$ sudo nano /mnt/ebs/etc/fstab

#

LABEL=/ / ext4 defaults,noatime 1 1

tmpfs /dev/shm tmpfs defaults 0 0

devpts /dev/pts devpts gid=5,mode=620 0 0

sysfs /sys sysfs defaults 0 0

proc /proc proc defaults 0 0

/dev/sdb /media/ephemeral0 auto defaults, comment=cloudconfig 0
2

In this example, the last line should be removed.
Unmount the volume and detach it from the instance.

[ec2-user bundle]$ sudo umount /mnt/ebs
[ec2-user bundle]$ aws ec2 detach-volume --volume-id volume_id --region us-west-2

Create an AMI from the new Amazon EBS volume as follows.
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Create a snapshot of the new Amazon EBS volume.

[ec2-user bundle]$ aws ec2 create-snapshot --region us-west-2 --description
"your_snapshot_description" --volume-id volume_id

Check to see that your snapshot is complete.

[ec2-user bundle]$ aws ec2 describe-snapshots --region us-west-2 --snapshot-
id snapshot_id

Identify the processor architecture, virtualization type, and the kernel image (aki) used on the
original AMI with the describe-images command. You need the AMI ID of the original instance
store-backed AMI for this step.

[ec2-user bundle]$ aws ec2 describe-images --region us-west-2 --image-id ami-id --
output text

IMAGES x86_64 amazon/amzn-ami-pv-2013.09.2.x86_64-s3 ami-8ef297be amazon available
public machine aki-fc8fllcc instance-store paravirtual xen

In this example, the architecture is x86_64 and the kernel image ID is aki-fc8f11lcc. Use
these values in the following step. If the output of the above command also lists an ari ID, take
note of that as well.

Register your new AMI with the snapshot ID of your new Amazon EBS volume and the values
from the previous step. If the previous command output listed an ari ID, include that in the
following command with --ramdisk-id ari_tid.

[ec2-user bundle]$ aws ec2 register-image --region us-west-2 --

name your_new_ami_name --block-device-mappings DeviceName=device-

name ,Ebs={SnapshotId=snapshot_id} --virtualization-type paravirtual --architecture
x86_64 --kernel-id aki-fc8fllcc --root-device-name device-name

15. (Optional) After you have tested that you can launch an instance from your new AMI, you can delete

the Amazon EBS volume that you created for this procedure.

aws ec2 delete-volume --volume-id volume_id

AMI Tools Reference

You can use the AMI tools commands to create and manage instance store-backed Linux AMils. To set up
the tools, see Setting Up the AMI Tools (p. 117).

For information about your access keys, see Best Practices for Managing AWS Access Keys.

Commands

ec2-ami-tools-version (p. 130)
ec2-bundle-image (p. 130)
ec2-bundle-vol (p. 132)
ec2-delete-bundle (p. 136)
ec2-download-bundle (p. 138)
ec2-migrate-manifest (p. 140)
ec2-unbundle (p. 141)
ec2-upload-bundle (p. 142)
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o Common Options for AMI Tools (p. 145)

ec2-ami-tools-version
Description
Describes the version of the AMI tools.

Syntax

ec2-ami-tools-version

Output

The version information.

Example

This example command displays the version information for the AMI tools that you're using.

[ec2-user ~]% ec2-ami-tools-version
1.5.2 20071010

ec2-bundle-image

Description

Creates an instance store-backed Linux AMI from an operating system image created in a loopback file.

Syntax

ec2-bundle-image -c path -k path -u account -i path [-d path] [--ec2cert path]

[-r architecture] [--productcodes codel,codez,...

Options
-c, --cert path
The user's PEM encoded RSA public key certificate file.

Required: Yes
-k, --privatekey path

1 [-B mapping] [-p prefix]

The path to a PEM-encoded RSA key file. You'll need to specify this key to unbundle this bundle, so
keep it in a safe place. Note that the key doesn't have to be registered to your AWS account.

Required: Yes
-u, —--user account

The user's AWS account ID, without dashes.

Required: Yes
-i, --image path

The path to the image to bundle.

Required: Yes
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-4,

--destination path
The directory in which to create the bundle.
Default: /tmp

Required: No

--ec2cert path

The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1 and cn-north-1 regions use a non-default public key certificate and the path
to that certificate must be specified with this option. The path to the certificate varies based on the
installation method of the AMI tools. For Amazon Linux, the certificates are located at /opt/aws/
amitools/ec2/etc/ec2/amitools/. If you installed the AMI tools from the RPM or ZIP file in
Setting Up the AMI Tools (p. 117), the certificates are located at $EC2_AMITOOL_HOME/etc/ec2/
amitools/.

Required: Only for the us-gov-west-1 and ecn-north-1 regions.
--arch architecture

Image architecture. If you don't provide the architecture on the command line, you'll be prompted
for it when bundling starts.

Valid values: 1386 | x86_64

Required: No

--productcodes codel,code2,...

-B,

Py

Product codes to attach to the image at registration time, separated by commas.

Required: No
--block-device-mapping mapping

Defines how block devices are exposed to an instance of this AMI if its instance type supports the
specified device.

Specify a comma-separated list of key-value pairs, where each key is a virtual name and each value is
the corresponding device name. Virtual names include the following:

« ami—The root file system device, as seen by the instance

» root—The root file system device, as seen by the kernel

« swap—The swap device, as seen by the instance

« ephemeralN—The Nth instance store volume

Required: No
--prefix prefix

The filename prefix for bundled AMI files.

Default: The name of the image file. For example, if the image path is /var/spool/my-image/
version-2/debian. img, then the default prefix is debian. img.

Required: No

--kernel kernel_id

Deprecated. Use register-image to set the kernel.

Required: No

--ramdisk ramdisk_id

Deprecated. Use register-image to set the RAM disk if required.
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Required: No

Output

Status messages describing the stages and status of the bundling process.

Example

This example creates a bundled AMI from an operating system image that was created in a loopback file.

[ec2-user ~]% ec2-bundle-image -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -c cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -u 111122223333 -i image.img -d bundled/ -r x86_64
Please specify a value for arch [i386]:
Bundling image file...

Splitting bundled/image.gz.crypt...
Created image.part.00

Created image.part.O01l

Created image.part.02

Created image.part.03

Created image.part.04

Created image.part.05

Created image.part.06

Created image.part.07

Created image.part.08

Created image.part.09

Created image.part.10

Created image.part.1l1l

Created image.part.12

Created image.part.13

Created image.part.1l4

Generating digests for each part...
Digests generated.

Creating bundle manifest...
ec2-bundle-image complete.

ec2-bundle-vol

Description

Creates an instance store-backed Linux AMI by compressing, encrypting, and signing a copy of the root
device volume for the instance.

Amazon EC2 attempts to inherit product codes, kernel settings, RAM disk settings, and block device
mappings from the instance.

By default, the bundle process excludes files that might contain sensitive information. These files
include *.sw, *.swo, *.swp, *.pem, *.priv, *id_rsa*, *id_dsa* *.gpg, *.jks, */.ssh/
authorized_keys, and */.bash_history. To include all of these files, use the --no-filter option
To include some of these files, use the --include option.

For more information, see Creating an Instance Store-Backed Linux AMI (p. 115).

Syntax

ec2-bundle-vol -c¢ path -k path -u account [-d path] [--ec2cert path] [-

r architecture] [--productcodes codel,code2,...] [-B mapping] [--all] [-e
directoryl,directory2,...] [-i filel,file2,...] [--no-filter] [-p prefix] [-
s size] [--[no-]inherit] [-v volume] [-P type] [-S script] [--fstab path] [--
generate-fstab] [--grub-config path]
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Options

-c¢, --cert path

-k,

-u,

-4,

The user's PEM encoded RSA public key certificate file.

Required: Yes
--privatekey path

The path to the user's PEM-encoded RSA key file.

Required: Yes
—--user account

The user's AWS account ID, without dashes.

Required: Yes
--destination destination

The directory in which to create the bundle.
Default: /tmp

Required: No

--ec2cert path

The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1 and en-north-1 regions use a non-default public key certificate and the path
to that certificate must be specified with this option. The path to the certificate varies based on the
installation method of the AMI tools. For Amazon Linux, the certificates are located at /opt/aws/
amitools/ec2/etc/ec2/amitools/. If you installed the AMI tools from the RPM or ZIP file in
Setting Up the AMI Tools (p. 117), the certificates are located at $£EC2_AMITOOL_HOME/etc/ec2/
amitools/.

Required: Only for the us-gov-west-1 and ecn-north-1 regions.
--arch architecture

The image architecture. If you don't provide this on the command line, you'll be prompted to provide
it when the bundling starts.

Valid values: 1386 | x86_64

Required: No

--productcodes codel,code2,...

_B,

Product codes to attach to the image at registration time, separated by commas.

Required: No
--block-device-mapping mapping

Defines how block devices are exposed to an instance of this AMI if its instance type supports the
specified device.

Specify a comma-separated list of key-value pairs, where each key is a virtual name and each value is
the corresponding device name. Virtual names include the following:

« ami—The root file system device, as seen by the instance
« root—The root file system device, as seen by the kernel
« swap—The swap device, as seen by the instance

« ephemeralN—The Nth instance store volume
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Required: No

-a, --all
Bundle all directories, including those on remotely mounted file systems.

Required: No
-e, —--exclude directoryl,directory2,...

A list of absolute directory paths and files to exclude from the bundle operation. This parameter
overrides the --al1l option. When exclude is specified, the directories and subdirectories listed with
the parameter will not be bundled with the volume.

Required: No
-i, --include filel,file2,...

A list of files to include in the bundle operation. The specified files would otherwise be excluded
from the AMI because they might contain sensitive information.

Required: No

--no-filter
If specified, we won't exclude files from the AMI because they might contain sensitive information.

Required: No
-p, —--prefix prefix

The file name prefix for bundled AMI files.
Default: image

Required: No

-s, —--size size
The size, in MB (1024 * 1024 bytes), of the image file to create. The maximum size is 10240 MB.
Default: 10240

Required: No

--[no-J]inherit

Indicates whether the image should inherit the instance's metadata (the default is to inherit).
Bundling fails if you enable —--inherit but the instance metadata is not accessible.

Required: No

-v, --volume volume
The absolute path to the mounted volume from which to create the bundle.
Default: The root directory (/)

Required: No
-P, --partition type

Indicates whether the disk image should use a partition table. If you don't specify a partition table
type, the default is the type used on the parent block device of the volume, if applicable, otherwise
the default is gpt.

Valid values: mbr | gpt | none

Required: No
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-S, --script script

A customization script to be run right before bundling. The script must expect a single argument, the
mount point of the volume.

Required: No
--fstab path

The path to the fstab to bundle into the image. If this is not specified, Amazon EC2 bundles /etc/
fstab.

Required: No

--generate-fstab
Bundles the volume using an Amazon EC2-provided fstab.

Required: No
--grub-config

The path to an alternate grub configuration file to bundle into the image. By default, ec2-bundle-
vol expects either /boot/grub/menu.lst or /boot/grub/grub.conf to exist on the cloned
image. This option allows you to specify a path to an alternative grub configuration file, which will
then be copied over the defaults (if present).

Required: No
--kernel kernel_id

Deprecated. Use register-image to set the kernel.

Required: No
—--ramdiskramdisk_id

Deprecated. Use register-image to set the RAM disk if required.

Required: No

Output
Status messages describing the stages and status of the bundling.
Example

This example creates a bundled AMI by compressing, encrypting and signing a snapshot of the local
machine's root file system.

[ec2-user ~]%$ ec2-bundle-vol -d /mnt -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -c cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -u 111122223333 -r x86_64
Copying / into the image file /mnt/image...
Excluding:
sys
dev/shm
proc
dev/pts
proc/sys/fs/binfmt_misc
dev
media
mnt
proc
sys
tmp/image
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mnt/img-mnt
1+0 records in
1+0 records out
mke2fs 1.38 (30-Jun-2005)
warning: 256 blocks unused.

Splitting /mnt/image.gz.crypt...
Created image.part.00
Created image.part.O01l
Created image.part.02
Created image.part.03

Created image.part.22

Created image.part.23

Generating digests for each part...
Digests generated.

Creating bundle manifest...

Bundle Volume complete.

ec2-delete-bundle

Description

Deletes the specified bundle from Amazon S3 storage. After you delete a bundle, you can't launch
instances from the corresponding AMI.

Syntax

ec2-delete-bundle -b bucket -a access_key_id -s secret_access_key [-t token]
[--url url] [--region region] [--sigv version] [-m path] [-p prefix] [--clear]
[--retry] [-y]

Options
-b, --bucket bucket

The name of the Amazon S3 bucket containing the bundled AMI, followed by an optional '/'-
delimited path prefix

Required: Yes
-a, --access-key access_key_id

The AWS access key ID.

Required: Yes
-s, --secret-key secret_access_key

The AWS secret access key.

Required: Yes
-t, --delegation-token token

The delegation token to pass along to the AWS request. For more information, see the Using
Temporary Security Credentials.

Required: Only when you are using temporary security credentials.

Default: The value of the AWS_DELEGATION_TOKEN environment variable (if set).
--regionregion

The region to use in the request signature.
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Default: us-east-1

Required: Required if using signature version 4
—--sigvversion

The signature version to use when signing the request.
Valid values: 2 | 4
Default: 4

Required: No

-m, --manifestpath
The path to the manifest file.

Required: You must specify --prefix or --manifest.
-p, —--prefix prefix

The bundled AMI filename prefix. Provide the entire prefix. For example, if the prefix is image.img,
use -p image.img and not -p image.

Required: You must specify --prefix or --manifest.

--clear
Deletes the Amazon S3 bucket if it's empty after deleting the specified bundle.

Required: No

--retry
Automatically retries on all Amazon S3 errors, up to five times per operation.

Required: No
-y, --yes
Automatically assumes the answer to all prompts is yes.

Required: No

Output

Amazon EC2 displays status messages indicating the stages and status of the delete process.

Example

This example deletes a bundle from Amazon S3.

[ec2-user ~]$ ec2-delete-bundle -b myawsbucket -a your_access_key_ id -
s your_secret_access_key

Deleting files:
myawsbucket/image.manifest.xml
myawsbucket/image.part.00
myawsbucket/image.part.01
myawsbucket/image.part.02
myawsbucket/image.part.03
myawsbucket/image.part.04
myawsbucket/image.part.05
myawsbucket/image.part.06

Continue? [y/n]

y

Deleted myawsbucket/image.manifest.xml
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Deleted myawsbucket/image.part.00
Deleted myawsbucket/image.part.01
Deleted myawsbucket/image.part.02
Deleted myawsbucket/image.part.03
Deleted myawsbucket/image.part.04
Deleted myawsbucket/image.part.05
Deleted myawsbucket/image.part.06
ec2-delete-bundle complete.

ec2-download-bundle

Description
Downloads the specified instance store-backed Linux AMIs from Amazon S3 storage.
Syntax

ec2-download-bundle -b bucket -a access_key_id -s secret_access_key -k path
[--url url] [--region region] [--sigv version] [-m file] [-p prefix] [-d
directory] [--retry]

Options
-b, --bucket bucket

The name of the Amazon S3 bucket where the bundle is located, followed by an optional '/'-
delimited path prefix.

Required: Yes
-a, --access-key access_key_id

The AWS access key ID.

Required: Yes
-s, --secret-key secret_access_key

The AWS secret access key.

Required: Yes
-k, --privatekey path

The private key used to decrypt the manifest.

Required: Yes
--url url

The Amazon S3 service URL.
Default: https://s3.amazonaws.com/

Required: No
--region region

The region to use in the request signature.
Default: us-east-1

Required: Required if using signature version 4
—-—-sigv version

The signature version to use when signing the request.
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Valid values: 2 | 4
Default: 4

Required: No

-m, --manifest file

The name of the manifest file (without the path). We recommend that you specify either the
manifest (-m) or a prefix (-p).

Required: No
-p, --prefix prefix

The filename prefix for the bundled AMI files.
Default: image

Required: No
-d, --directory directory

The directory where the downloaded bundle is saved. The directory must exist.
Default: The current working directory.

Required: No
--retry

Automatically retries on all Amazon S3 errors, up to five times per operation.

Required: No

Output
Status messages indicating the various stages of the download process are displayed.
Example

This example creates the bundled directory (using the Linux mkdir command) and downloads the
bundle from the myawsbucket Amazon S3 bucket.

[ec2-user ~]$% mkdir bundled

[ec2-user ~]$ ec2-download-bundle -b myawsbucket/bundles/bundle_name -m image.manifest.xml
-a your_access_key_ id -s your_secret_access_key -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem
-d mybundle

Downloading manifest image.manifest.xml from myawsbucket to mybundle/image.manifest.xml

Downloading part image.part.00 from myawsbucket/bundles/bundle_name to mybundle/
image.part.00

Downloaded image.part.00 from myawsbucket

Downloading part image.part.0l1 from myawsbucket/bundles/bundle_name to mybundle/
image.part.0l

Downloaded image.part.0l from myawsbucket

Downloading part image.part.02 from myawsbucket/bundles/bundle_name to mybundle/
image.part.02

Downloaded image.part.02 from myawsbucket

Downloading part image.part.03 from myawsbucket/bundles/bundle_name to mybundle/
image.part.03

Downloaded image.part.03 from myawsbucket

Downloading part image.part.04 from myawsbucket/bundles/bundle_name to mybundle/
image.part.04

Downloaded image.part.04 from myawsbucket

Downloading part image.part.05 from myawsbucket/bundles/bundle_name to mybundle/
image.part.05
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Downloaded image.part.05 from myawsbucket

Downloading part image.part.06 from myawsbucket/bundles/bundle_name to mybundle/
image.part.06 ...

Downloaded image.part.06 from myawsbucket

ec2-migrate-manifest

Description

Modifies an instance store-backed Linux AMI (for example, its certificate, kernel, and RAM disk) so that it
supports a different region.

Syntax

ec2-migrate-manifest -c¢ path -k path -m path {(-a access_key_id -s
secret_access_key --region region) | (--no-mapping)} [--ec2cert ec2_cert_path]
[--kernel kernel-id] [--ramdisk ramdisk_id]

Options
-c¢, --cert path

The user's PEM encoded RSA public key certificate file.

Required: Yes
-k, --privatekey path

The path to the user's PEM-encoded RSA key file.

Required: Yes
--manifest path

The path to the manifest file.

Required: Yes
-a, --access-key access_key_id

The AWS access key ID.

Required: Required if using automatic mapping.
-s, --secret-key secret_access_key

The AWS secret access key.

Required: Required if using automatic mapping.
--region region

The region to look up in the mapping file.

Required: Required if using automatic mapping.
--no-mapping

Disables automatic mapping of kernels and RAM disks.

During migration, Amazon EC2 replaces the kernel and RAM disk in the manifest file with a kernel
and RAM disk designed for the destination region. Unless the --no-mapping parameter is given,
ec2-migrate-bundle might use the DescribeRegions and DescribeImages operations to
perform automated mappings.

Required: Required if you're not providing the -a, -s, and --region options used for automatic
mapping.
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--ec2cert path
The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1 and cn-north-1 regions use a non-default public key certificate and the
path to that certificate must be specified with this option. The path to the certificate varies based
on the installation method of the AMI tools. For Amazon Linux, the certificates are located at /
opt/aws/amitools/ec2/etc/ec2/amitools/. If you installed the AMI tools from the ZIP file in
Setting Up the AMI Tools (p. 117), the certificates are located at $EC2_AMITOOL_HOME/etc/ec2/
amitools/.
Required: Only for the us-gov-west-1 and ecn-north-1 regions.

--kernel kernel_id

The ID of the kernel to select.

Important
We recommend that you use PV-GRUB instead of kernels and RAM disks. For more
information, see Enabling Your Own Linux Kernels (p. 167).

Required: No
--ramdisk ramdisk_id

The ID of the RAM disk to select.

Important
We recommend that you use PV-GRUB instead of kernels and RAM disks. For more
information, see Enabling Your Own Linux Kernels (p. 167).

Required: No

Output

Status messages describing the stages and status of the bundling process.
Example

This example copies the AMI specified in the my-ami .manifest.xml manifest from the US to the EU.

[ec2-user ~]% ec2-migrate-manifest --manifest my-ami.manifest.xml --cert cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBZQ55CLO.pem --privatekey pk-HKZYKTAIG2ECMXYIBH3HXV4ZBZQ55CLO.pem
--region eu-west-1

Backing up manifest...
Successfully migrated my-ami.manifest.xml It is now suitable for use in eu-west-1.

ec2-unbundle
Description
Re-creates the bundle from an instance store-backed Linux AMI.

Syntax

ec2-unbundle -k path -m path [-s source_directory] [-d destination_directory]
Options
-k, --privatekey path

The path to your PEM-encoded RSA key file.
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Required: Yes
-m, --manifest path

The path to the manifest file.

Required: Yes
-s, --source source_directory

The directory containing the bundle.
Default: The current directory.

Required: No
-d, --destination destination_directory

The directory in which to unbundle the AMI. The destination directory must exist.
Default: The current directory.

Required: No

Example

This Linux and UNIX example unbundles the AMI specified in the image .manifest.xml file.

[ec2-user ~]$% mkdir unbundled

$ ec2-unbundle -m mybundle/image.manifest.xml -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -s
mybundle -d unbundled

$ 1ls -1 unbundled

total 1025008

-rw-r--r-- 1 root root 1048578048 Aug 25 23:46 image.img

Output

Status messages indicating the various stages of the unbundling process are displayed.

ec2-upload-bundle

Description

Uploads the bundle for an instance store-backed Linux AMI to Amazon S3 and sets the appropriate
ACLs on the uploaded objects. For more information, see Creating an Instance Store-Backed Linux
AMI (p. 115).

Syntax

ec2-upload-bundle -b bucket -a access_key_id -s secret_access_key [-t token] -m
path [--url url] [--region region] [--sigv version] [--acl acl] [-d directory]
[--part part] [--retry] [--skipmanifest]

Options
-b, --bucket bucket

The name of the Amazon S3 bucket in which to store the bundle, followed by an optional '/'-
delimited path prefix. If the bucket doesn't exist, it's created if the bucket name is available.

Required: Yes
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-a, --access-key access_key_id
Your AWS access key ID.

Required: Yes
-s, --secret-key secret_access_key

Your AWS secret access key.

Required: Yes
-t, --delegation-token token

The delegation token to pass along to the AWS request. For more information, see the Using
Temporary Security Credentials.

Required: Only when you are using temporary security credentials.

Default: The value of the AWS_DELEGATION_TOKEN environment variable (if set).
-m, --manifest path

The path to the manifest file. The manifest file is created during the bundling process and can be
found in the directory containing the bundle.

Required: Yes
—-url url

Deprecated. Use the --region option instead unless your bucket is constrained to the EU location
(and not eu-west-1). The --location flag is the only way to target that specific location restraint.

The Amazon S3 endpoint service URL.
Default: https://s3.amazonaws.com/

Required: No
--region region

The region to use in the request signature for the destination S3 bucket.

« If the bucket doesn't exist and you don't specify a region, the tool creates the bucket without a
location constraint (in us-east-1).

« If the bucket doesn't exist and you specify a region, the tool creates the bucket in the specified
region.

« If the bucket exists and you don't specify a region, the tool uses the bucket's location.

« If the bucket exists and you specify us-east-1 as the region, the tool uses the bucket's actual
location without any error message, any existing matching files are over-written.

« If the bucket exists and you specify a region (other than us-east-1) that doesn't match the
bucket's actual location, the tool exits with an error.

If your bucket is constrained to the EU location (and not eu-west-1), use the --location flag
instead. The --1location flag is the only way to target that specific location restraint.

Default: us-east-1

Required: Required if using signature version 4
—-—sigv version

The signature version to use when signing the request.

Valid values: 2 | 4
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Default: 4

Required: No
--aclacl

The access control list policy of the bundled image.
Valid values: public-read | aws-exec-read
Default: aws-exec-read

Required: No
-d, --directory directory

The directory containing the bundled AMI parts.
Default: The directory containing the manifest file (see the -m option).

Required: No
--part part

Starts uploading the specified part and all subsequent parts. For example, --part 04.

Required: No

--retry
Automatically retries on all Amazon S3 errors, up to five times per operation.

Required: No

--skipmanifest
Does not upload the manifest.

Required: No
--location location

Deprecated. Use the --region option instead, unless your bucket is constrained to the EU location
(and not eu-west-1). The --location flag is the only way to target that specific location restraint.

The location constraint of the destination Amazon S3 bucket. If the bucket exists and you specify a
location that doesn't match the bucket's actual location, the tool exits with an error. If the bucket
exists and you don't specify a location, the tool uses the bucket's location. If the bucket doesn't exist
and you specify a location, the tool creates the bucket in the specified location. If the bucket doesn't
exist and you don't specify a location, the tool creates the bucket without a location constraint (in
us-east-1).

Default: If --region is specified, the location is set to that specified region. If --region is not
specified, the location defaults to us-east-1.

Required: No

Output
Amazon EC2 displays status messages that indicate the stages and status of the upload process.
Example

This example uploads the bundle specified by the image .manifest.xml manifest.
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[ec2-user ~]$ ec2-upload-bundle -b myawsbucket/bundles/bundle_name -m image.manifest.xml -
a your_access_key_id -s your_secret_access_key
Creating bucket...

Uploading bundled image parts to the S3 bucket myawsbucket ...
Uploaded image.part.00

Uploaded image.part.Ol

Uploaded image.part.02

Uploaded image.part.03

Uploaded image.part.04

Uploaded image.part.05

Uploaded image.part.06

Uploaded image.part.07

Uploaded image.part.08

Uploaded image.part.09

Uploaded image.part.10

Uploaded image.part.1l

Uploaded image.part.12

Uploaded image.part.13

Uploaded image.part.14

Uploading manifest ...

Uploaded manifest.

Bundle upload completed.

Common Options for AMI Tools

Most of the AMI tools accept the following optional parameters.
--help, -h

Displays the help message.

--version

Displays the version and copyright notice.

--manual

Displays the manual entry.
--batch

Runs in batch mode, suppressing interactive prompts.
--debug

Displays information that can be useful when troubleshooting problems.

Using Encryption with EBS-Backed AMIs

AMils that are backed by Amazon EBS snapshots can take advantage of Amazon EBS encryption.
Snapshots of both data and root volumes can be encrypted and attached to an AMI. You can launch
instances and copy images with full EBS encryption support included. Encryption parameters for these
operations are supported in all Regions where AWS KMS is available.

EC2 instances with encrypted EBS volumes are launched from AMIs in the same way as other instances.
In addition, when you launch an instance from an AMI backed by unencrypted EBS snapshots, you can
encrypt some or all of the volumes during launch.

Like EBS volumes, snapshots in AMIs can be encrypted by either your default AWS Key Management
Service customer master key (CMK), or to a customer managed key that you specify. You must in all cases
have permission to use the selected key.
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AMIs with encrypted snapshots can be shared across AWS accounts. For more information, see Shared
AMils.

Instance-Launching Scenarios

Amazon EC2 instances are launched from AMIs using the RunInstances action with parameters
supplied through block device mapping, either by means of the AWS Management Console or directly
using the Amazon EC2 API or CLI. For more information about block device mapping, see Block Device
Mapping. For examples of controlling block device mapping from the AWS CLI, see Launch, List, and
Terminate EC2 Instances.

By default, without explicit encryption parameters, a RunInstances action maintains the existing
encryption state of an AMI's source snapshots while restoring EBS volumes from them. If encryption
by default is enabled, all volumes created from the AMI (whether from encrypted or unencrypted
snapshots) will be encrypted. If encryption by default is not enabled, then the instance maintains the
encryption state of the AMI.

You can also launch an instance and simultaneously apply a new encryption state to the resulting
volumes by supplying encryption parameters. Consequently, the following behaviors are observed:

Launch with no encryption parameters

« An unencrypted snapshot is restored to an unencrypted volume, unless encryption by default is
enabled, in which case all the newly created volumes will be encrypted.

« An encrypted snapshot that you own is restored to a volume that is encrypted to the same CMK.

« An encrypted snapshot that you do not own (for example, the AMI is shared with you) is restored to a
volume that is encrypted by your AWS account's default CMK.

The default behaviors can be overridden by supplying encryption parameters. The available parameters
are Encrypted and KmsKeyId. Setting only the Encrypted parameter results in the following:

Instance launch behaviors with Encrypted set, but no KmsKeyId specified

« An unencrypted snapshot is restored to an EBS volume that is encrypted by your AWS account's
default CMK.

« An encrypted snapshot that you own is restored to an EBS volume encrypted by the same CMK. (In
other words, the Encrypted parameter has no effect.)

« An encrypted snapshot that you do not own (i.e., the AMI is shared with you) is restored to a volume
that is encrypted by your AWS account's default CMK. (In other words, the Encrypted parameter has
no effect.)

Setting both the Encrypted and KmsKeyId parameters allows you to specify a non-default CMK for an
encryption operation. The following behaviors result:
Instance with both Encrypted and KmsKeyId set

« An unencrypted snapshot is restored to an EBS volume encrypted by the specified CMK.

« An encrypted snapshot is restored to an EBS volume encrypted not to the original CMK, but instead to
the specified CMK.

Submitting a KmsKeyId without also setting the Encrypted parameter results in an error.

The following sections provide examples of launching instances from AMIs using non-default encryption
parameters. In each of these scenarios, parameters supplied to the RunInstances action result in a
change of encryption state during restoration of a volume from a snapshot.
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Note

For detailed console procedures to launch an instance from an AMI, see Launch Your Instance.
For documentation of the RunInstances API, see Runinstances.

For documentation of the run-instances command in the AWS Command Line Interface, see
run-instances.

Encrypt a Volume during Launch

In this example, an AMI backed by an unencrypted snapshot is used to launch an EC2 instance with an
encrypted EBS volume.

m: Al ECY instance

[IT] ieeieietetateie ~y A
- I RunInstances

I

: EES :—l" Parameters: EBS —

: (roat) - * Encrypted (root]

| shapshot : * KmsKeylD volurme

| I {optional)

‘LH__ ___________ _ _'/’

{optional)

The Encrypted parameter alone results in the volume for this instance being encrypted. Providing
a KmsKeyId parameter is optional. If no key ID is specified, the AWS account's default CMK is used to
encrypt the volume. To encrypt the volume to a different CMK that you own, supply the KmsKeyId
parameter.

Re-Encrypt a Volume during Launch

In this example, an AMI backed by an encrypted snapshot is used to launch an EC2 instance with an EBS
volume encrypted by a new CMK.

|:|I| AL ECZinstance
\ EE RunInstances prn—
| EBS EES
: (root) Parameters: (root)
[ snapshot * Encrypted volume
[ s KmsKeylD
A

,,,/”,','/M
Re-encrypted to
provided CRE

If you own the AMI and supply no encryption parameters, the resulting instance has a volume encrypted
by the same key as the snapshot. If the AMI is shared rather than owned by you, and you supply no
encryption parameters, the volume is encrypted by your default CMK. With encryption parameters
supplied as shown, the volume is encrypted by the specified CMK.

147


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/LaunchingAndUsingInstances.html
https://docs.aws.amazon.com/AWSEC2/latest/APIReference/API_RunInstances.html
https://docs.aws.amazon.com/cli/latest/reference/ec2/run-instances.html

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Image-Copying Scenarios

Change Encryption State of Multiple Volumes during Launch

In this more complex example, an AMI backed by multiple snapshots (each with its own encryption state)
is used to launch an EC2 instance with a newly encrypted volume and a re-encrypted volume.

Al ECZ Instance
------------ N
|
i E[BS fﬁ dli | RunInstances (root)
roo I
I Parameters: volume
| snapshot ' I,—l-
| | . &  Encrypted #1 »
| A—
[ — * KmskeylD#1
| EBS #1
: I—ESS #? ‘ : ® Encrypted #2 (data)
ata I
: cnapshot E ! Q meterbE rolume
|
|
L ) \_ /
T
Re-encrypted to
provided CRK #2

MK #1 ChAK #2

In this scenario, the RunInstances action is supplied with encryption parameters for each of the source
snapshots. When all possible encryption parameters are specified, the resulting instance is the same
regardless of whether you own the AMI.

Image-Copying Scenarios

Amazon EC2 AMiIs are copied using the CopyImage action, either through the AWS Management Console
or directly using the Amazon EC2 API or CLI.

By default, without explicit encryption parameters, a CopyImage action maintains the existing
encryption state of an AMI's source snapshots during copy. You can also copy an AMI and simultaneously
apply a new encryption state to its associated EBS snapshots by supplying encryption parameters.
Consequently, the following behaviors are observed:

Copy with no encryption parameters

« An unencrypted snapshot is copied to another unencrypted snapshot, unless encryption by default is
enabled, in which case all the newly created snapshots will be encrypted.

« An encrypted snapshot that you own is copied to a snapshot encrypted with the same key.

« An encrypted snapshot that you do not own (that is, the AMI is shared with you) is copied to a
snapshot that is encrypted by your AWS account's default CMK.

All of these default behaviors can be overridden by supplying encryption parameters. The available
parameters are Encrypted and KmsKeyId. Setting only the Encrypted parameter results in the
following:

Copy-image behaviors with Encrypted set, but no KmsKey1d specified
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« An unencrypted snapshot is copied to a snapshot encrypted by the AWS account's default CMK.

« An encrypted snapshot is copied to a snapshot encrypted by the same CMK. (In other words, the
Encrypted parameter has no effect.)

« An encrypted snapshot that you do not own (i.e., the AMI is shared with you) is copied to a volume that
is encrypted by your AWS account's default CMK. (In other words, the Encrypted parameter has no
effect.)

Setting both the Encrypted and KmsKeyId parameters allows you to specify a customer managed CMK
for an encryption operation. The following behaviors result:

Copy-image behaviors with both Encrypted and KmsKey1d set

« An unencrypted snapshot is copied to a snapshot encrypted by the specified CMK.

« An encrypted snapshot is copied to a snapshot encrypted not to the original CMK, but instead to the
specified CMK.

Submitting a KmsKeyId without also setting the Encrypted parameter results in an error.

The following section provides an example of copying an AMI using non-default encryption parameters,
resulting in a change of encryption state.

Note

For detailed console procedures to copy an AMI, see Copying an AMI.

For documentation of the CopyImage API, see Copylmage.

For documentation of the command copy-image in the AWS Command Line Interface, see
copy-image.

Encrypt an Unencrypted Image during Copy

In this scenario, an AMI backed by an unencrypted root snapshot is copied to an AMI with an encrypted
root snapshot. The CopyImage action is invoked with two encryption parameters, including a CMK. As
a result, the encryption status of the root snapshot changes, so that the target AMl is backed by a root
snapshot containing the same data as the source snapshot, but encrypted using the specified key. You
incur storage costs for the snapshots in both AMils, as well as charges for any instances you launch from
either AMI.

Note
Enabling encryption by default (p. 884) has the same effect as setting the Encrypted
parameter to true for all snapshots in the AMI.

source Al Copy of source AR
»I_.n CopyImage ~_i_.-
| . |
| EES Parameters: | EEBS e
| (roat) * Encrypted I (root)
| snapshot * KmskeylD : snapshot
| {optional) I
k-,_ ____________ N -_ s

ChAK
(optional)
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Setting the Encrypted parameter encrypts the single snapshot for this instance. If you do not specify
the KmsKeyId parameter, the default CMK is used to encrypt the snapshot copy.

Note
You can also copy an image with multiple snapshots and configure the encryption state of each
individually.

Copying an AMI

You can copy an Amazon Machine Image (AMI) within or across AWS Regions using the AWS
Management Console, the AWS Command Line Interface or SDKs, or the Amazon EC2 API, all of which
support the CopyImage action. You can copy both Amazon EBS-backed AMIs and instance-store-backed
AMIs. You can copy AMIs with encrypted snapshots and also change encryption status during the copy
process.

Copying a source AMI results in an identical but distinct target AMI with its own unique identifier. In the
case of an Amazon EBS-backed AMI, each of its backing snapshots is, by default, copied to an identical
but distinct target snapshot. (The sole exceptions are when you choose to encrypt or re-encrypt the
snapshot.) You can change or deregister the source AMI with no effect on the target AMI. The reverse is
also true.

There are no charges for copying an AMI. However, standard storage and data transfer rates apply.

AWS does not copy launch permissions, user-defined tags, or Amazon S3 bucket permissions from the
source AMI to the new AMI. After the copy operation is complete, you can apply launch permissions,
user-defined tags, and Amazon S3 bucket permissions to the new AMI.

Permissions for Copying an Instance Store-Backed
AMI

If you use an IAM user to copy an instance store-backed AMI, the user must have the following Amazon
S3 permissions: s3:CreateBucket, s3:GetBucketAcl, s3:ListAl1MyBuckets, s3:GetObject,
s3:PutObject, and s3:PutObjectAcl.

The following example policy allows the user to copy the AMI source in the specified bucket to the
specified Region.

{
"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",
"Action": "s3:ListAllMyBuckets",
"Resource": [

"arn:aws:s3:::*"

]

I
{
"Effect": "Allow",
"Action": "s3:GetObject",
"Resource": [
"arn:aws:s3:::ami-source-bucket/*"
1
I
{

"Effect": "Allow",
"Action": [
"s3:CreateBucket",
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"s3:GetBucketAcl",
"s3:PutObjectAcl",
"s3:PutObject"
1,
"Resource": [
"arn:aws:s3:::amis-for-123456789012-in-us-east-1*"

]

To find the Amazon Resource Name (ARN) of the AMI source bucket, open the Amazon EC2 console at
https://console.aws.amazon.com/ec2/, in the navigation pane choose AMls, and locate the bucket name
in the Source column.

Cross-Region Copying

Copying an AMI across geographically diverse Regions provides the following benefits:

« Consistent global deployment: Copying an AMI from one Region to another enables you to launch
consistent instances in different Regions based on the same AMI.

« Scalability: You can more easily design and build global applications that meet the needs of your users,
regardless of their location.

« Performance: You can increase performance by distributing your application, as well as locating critical
components of your application in closer proximity to your users. You can also take advantage of
Region-specific features, such as instance types or other AWS services.

« High availability: You can design and deploy applications across AWS regions, to increase availability.

The following diagram shows the relations among a source AMI and two copied AMIs in different
Regions, as well as the EC2 instances launched from each. When you launch an instance from an AMI, it
resides in the same Region where the AMI resides. If you make changes to the source AMI and want those
changes to be reflected in the AMIs in the target Regions, you must recopy the source AMI to the target
Regions.

I " o

Oy IMag l
—copy imagee
AMI #1 AMI #2 AML #3
launch instance launch instance launch instance
iEC? instance #1 EC2 instance #2 EC2 instance #3

Region #1 | Region #2 ) ' Region #3

When you first copy an instance store-backed AMI to a Region, we create an Amazon S3 bucket for the
AMls copied to that Region. All instance store-backed AMIs that you copy to that Region are stored in this
bucket. The bucket names have the following format: amis-for-account-in-region-hash. For example:
amis-for-123456789012-in-us-east-2-yhjmxvpé.

Prerequisite

Prior to copying an AMI, you must ensure that the contents of the source AMI are updated to support
running in a different Region. For example, you should update any database connection strings or similar
application configuration data to point to the appropriate resources. Otherwise, instances launched from
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the new AMI in the destination Region may still use the resources from the source Region, which can
impact performance and cost.

Limits

« Destination Regions are limited to 50 concurrent AMI copies.

« You cannot copy a paravirtual (PV) AMI to a Region that does not support PV AMis. For more
information, see Linux AMI Virtualization Types (p. 95).

Cross-Account Copying

You can share an AMI with another AWS account. Sharing an AMI does not affect the ownership of the
AMI. The owning account is charged for the storage in the Region. For more information, see Sharing an
AMI with Specific AWS Accounts (p. 102).

If you copy an AMI that has been shared with your account, you are the owner of the target AMI in your
account. The owner of the source AMI is charged standard Amazon EBS or Amazon S3 transfer fees, and
you are charged for the storage of the target AMI in the destination Region.

Resource Permissions

To copy an AMI that was shared with you from another account, the owner of the source AMI must grant
you read permissions for the storage that backs the AMI, either the associated EBS snapshot (for an
Amazon EBS-backed AMI) or an associated S3 bucket (for an instance store-backed AMI). If the shared
AMI has encrypted snapshots, the owner must share the key or keys with you as well.

Note

You can't copy an AMI with an associated billingProduct code that was shared with you from
another account. This includes Windows AMIs and AMIs from the AWS Marketplace. To copy a
shared AMI with a billingProduct code, launch an EC2 instance in your account using the
shared AMI and then create an AMI from the instance. For more information, see Creating an
Amazon EBS-Backed Linux AMI (p. 112).

Encryption and Copying

The following table shows encryption support for various AMI-copying scenarios. While it is possible to
copy an unencrypted snapshot to yield an encrypted snapshot, you cannot copy an encrypted snapshot
to yield an unencrypted one.

Scenario Description Supported
1 Unencrypted-to-unencrypted Yes
2 Encrypted-to-encrypted Yes
3 Unencrypted-to-encrypted Yes
4 Encrypted-to-unencrypted No
Note

Encrypting during the copyImage action applies only to Amazon EBS-backed AMls. Because
an instance store-backed AMI does not rely on snapshots, you cannot use copying to change its
encryption status.

By default (i.e., without specifying encryption parameters), the backing snapshot of an AMl is copied
with its original encryption status. Copying an AMI backed by an unencrypted snapshot results in an
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identical target snapshot that is also unencrypted. If the source AMI is backed by an encrypted snapshot,
copying it results in an identical target snapshot that is encrypted by the same customer master key
(CMK). Copying an AMI backed by multiple snapshots preserves, by default, the source encryption status
in each target snapshot.

If you specify encryption parameters while copying an AMI, you can encrypt or re-encrypt its backing
snapshots. The following example shows a non-default case that supplies encryption parameters to the
CopyImage action in order to change the target AMI's encryption state.

Copy an unencrypted source AMI to an encrypted target AMI

In this scenario, an AMI backed by an unencrypted root snapshot is copied to an AMI with an encrypted
root snapshot. The CopyImage action is invoked with two encryption parameters, including a CMK. As
a result, the encryption status of the root snapshot changes, so that the target AMI is backed by a root
snapshot containing the same data as the source snapshot, but encrypted using the specified key. You
incur storage costs for the snapshots in both AMis, as well as charges for any instances you launch from
either AMI.

Note
Enabling encryption by default (p. 884) has the same effect as setting the Encrypted
parameter to true for all snapshots in the AMI.

Source AN Copy of source AR
e — CopyImage e —
i | a—
| . |
| EES Parameters: | EES ‘
| (roaot) * Encrypted I (root)
| snapshot ® KmskeylD : snapshot
I (optional) |
M SN s

ChAK
(optional)

Setting the Encrypted parameter encrypts the single snapshot for this instance. If you do not specify

the KmsKeyId parameter, the default CMK is used to encrypt the snapshot copy.

For more information about copying AMIs with encrypted snapshots, see Using Encryption with EBS-
Backed AMis (p. 145).

Copying an AMI

You can copy an AMI as follows.
Prerequisite

Create or obtain an AMI backed by an Amazon EBS snapshot. Note that you can use the Amazon EC2
console to search a wide variety of AMIs provided by AWS. For more information, see Creating an
Amazon EBS-Backed Linux AMI (p. 112) and Finding a Linux AMI (p. 96).

To copy an AMI using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. From the console navigation bar, select the Region that contains the AMI. In the navigation pane,
choose Images, AMiIs to display the list of AMIs available to you in the Region.

3. Select the AMI to copy and choose Actions, Copy AMI.
4. Inthe Copy AMI dialog box, specify the following information and then choose Copy AMI:

« Destination region: The Region in which to copy the AMI.

« Name: A name for the new AMI. You can include operating system information in the name, as we
do not provide this information when displaying details about the AMI.

« Description: By default, the description includes information about the source AMI so that you can

distinguish a copy from its original. You can change this description as needed.

« Encryption: Select this field to encrypt the target snapshots, or to re-encrypt them using a
different key. If you have enabled encryption by default, the Encryption option is set and cannot
be unset from the AMI console.

« Master Key: The KMS key to used to encrypt the target snapshots.

5.  We display a confirmation page to let you know that the copy operation has been initiated and to
provide you with the ID of the new AMI.

To check on the progress of the copy operation immediately, follow the provided link. To check on
the progress later, choose Done, and then when you are ready, use the navigation bar to switch to
the target region (if applicable) and locate your AMI in the list of AMls.

The initial status of the target AMI is pending and the operation is complete when the status is
available.

To copy an AMI using the AWS CLI

You can copy an AMI using the copy-image command. You must specify both the source and destination
Regions. You specify the source Region using the --source-region parameter. You can specify
the destination Region using either the --region parameter or an environment variable. For more
information, see Configuring the AWS Command Line Interface.

When you encrypt a target snapshot during copying, you must specify these additional parameters: --
encrypted and --kms-key-id.

To copy an AMI using the Tools for Windows PowerShell

You can copy an AMI using the Copy-EC2Image command. You must specify both the source and
destination Regions. You specify the source Region using the -SourceRegion parameter. You can
specify the destination Region using either the ~-Region parameter or the Set-AWSDefaultRegion
command. For more information, see Specifying AWS Regions.

When you encrypt a target snapshot during copying, you must specify these additional parameters: -
Encrypted and -KmsKeyId.

Stopping a Pending AMI Copy Operation

You can stop a pending AMI copy as follows.
To stop an AMI copy operation using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

From the navigation bar, select the destination Region from the Region selector.
In the navigation pane, choose AMils.

Select the AMI to stop copying and choose Actions, Deregister.

When asked for confirmation, choose Continue.

e uwDN =
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To stop an AMI copy operation using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

 deregister-image (AWS CLI)
« Unregister-EC2Image (AWS Tools for Windows PowerShell)

Deregistering Your Linux AMI
You can deregister an AMI when you have finished using it. After you deregister an AMI, you can't use it

to launch new instances.

When you deregister an AMI, it doesn't affect any instances that you've already launched from the
AMIL. You'll continue to incur usage costs for these instances. Therefore, if you are finished with these
instances, you should terminate them.

The procedure that you'll use to clean up your AMI depends on whether it is backed by Amazon EBS or
instance store. For more information, see Determining the Root Device Type of Your AMI (p. 94).

Contents
« Cleaning Up Your Amazon EBS-Backed AMI (p. 155)
» Cleaning Up Your Instance Store-Backed AMI (p. 156)

Cleaning Up Your Amazon EBS-Backed AMI

When you deregister an Amazon EBS-backed AMI, it doesn't affect the snapshot(s) that were created for
the volume(s) of the instance during the AMI creation process. You'll continue to incur storage costs for
the snapshots. Therefore, if you are finished with the snapshots, you should delete them.

The following diagram illustrates the process for cleaning up your Amazon EBS-backed AMI.
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To clean up your Amazon EBS-backed AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. Inthe navigation pane, choose AMiIs. Select the AMI, and take note of its ID — this can help you find
the correct snapshot in the next step. Choose Actions, and then Deregister. When prompted for
confirmation, choose Continue.

Note
It may take a few minutes before the console removes the AMI from the list. Choose
Refresh to refresh the status.

3. Inthe navigation pane, choose Snapshots, and select the snapshot (look for the AMI ID in the
Description column). Choose Actions, and then choose Delete Snapshot. When prompted for
confirmation, choose Yes, Delete.

4. (Optional) If you are finished with an instance that you launched from the AMI, terminate it. In the
navigation pane, choose Instances. Select the instance, choose Actions, then Instance State, and
then Terminate. When prompted for confirmation, choose Yes, Terminate.

Cleaning Up Your Instance Store-Backed AMI

When you deregister an instance store-backed AM], it doesn't affect the files that you uploaded to
Amazon S3 when you created the AMI. You'll continue to incur usage costs for these files in Amazon S3.
Therefore, if you are finished with these files, you should delete them.

The following diagram illustrates the process for cleaning up your instance store-backed AMI.
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To clean up your instance store-backed AMI

1. Deregister the AMI using the deregister-image command as follows.

aws ec2 deregister-image --image-id ami_id

2. Delete the bundle in Amazon S3 using the ec2-delete-bundle (p. 136) (AMI tools) command as
follows.

ec2-delete-bundle -b myawsbucket/myami -a your_access_key_ id -s your_secret_access_key
-p image

3. (Optional) If you are finished with an instance that you launched from the AMI, you can terminate it
using the terminate-instances command as follows.
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aws ec2 terminate-instances --instance-ids instance_id

4. (Optional) If you are finished with the Amazon S3 bucket that you uploaded the bundle to, you can
delete the bucket. To delete an Amazon S3 bucket, open the Amazon S3 console, select the bucket,
choose Actions, and then choose Delete.

Amazon Linux

Amazon Linux is provided by Amazon Web Services (AWS). It is designed to provide a stable, secure,

and high-performance execution environment for applications running on Amazon EC2. It also includes
packages that enable easy integration with AWS, including launch configuration tools and many popular
AWS libraries and tools. AWS provides ongoing security and maintenance updates for all instances
running Amazon Linux. Many applications developed on CentOS (and similar distributions) run on
Amazon Linux.

AWS provides two versions of Amazon Linux: Amazon Linux 2 and the Amazon Linux AMI. For more
information, including the complete list of AMIs, see Amazon Linux 2 and Amazon Linux AMI. For
Amazon Linux Docker container images, see amazonlinux on Docker Hub.

If you are migrating from another Linux distribution to Amazon Linux, we recommend that you migrate
to Amazon Linux 2. If you are currently using the Amazon Linux AMI, we recommend that you migrate
to Amazon Linux 2. To migrate to Amazon Linux 2, launch an instance or create a virtual machine using
the current image. Install your application on Amazon Linux 2, plus any packages required by your
application. Test your application, and make any changes required for it to run on Amazon Linux 2. For
more information about running Amazon Linux outside AWS, see Running Amazon Linux 2 as a Virtual
Machine On-Premises (p. 164).
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Connecting to an Amazon Linux Instance

Amazon Linux does not allow remote root SSH by default. Also, password authentication is disabled

to prevent brute-force password attacks. To enable SSH logins to an Amazon Linux instance, you must
provide your key pair to the instance at launch. You must also set the security group used to launch your
instance to allow SSH access. By default, the only account that can log in remotely using SSH is ec2-user;
this account also has sudo privileges. If you enable remote root log in, be aware that it is less secure than
relying on key pairs and a secondary user.

Identifying Amazon Linux Images

Each image contains a unique /etc/image-id file that identifies it. This file contains the following
information about the image:
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o image_name, image_version, image_arch — Values from the build recipe that Amazon used to
construct the image.

« image_stamp — A unique, random hex value generated during image creation.
+ image_date — The UTC time of image creation, in YYYYMMDDhhmmss format

« recipe_name, recipe_id — The name and ID of the build recipe Amazon used to construct the
image.

Amazon Linux contains an /etc/system-release file that specifies the current release that is
installed. This file is updated using yum and is part of the system-release RPM.

Amazon Linux also contains a machine-readable version of /etc/system-release that follows the
CPE specification; see /etc/system-release-cpe.

Amazon Linux 2

The following is an example of /etc/image-id for the current version of Amazon Linux 2:

[ec2-user ~]$% cat /etc/image-id

image_name="amzn2-ami-hvm"

image_version="2"

image_arch="x86_64"
image_file="amzn2-ami-hvm-2.0.20180810-x86_64.xfs.gpt"
image_stamp="8008-2abd"

image_date="20180811020321"

recipe_name="amzn2 ami"
recipe_id="c652686a-2415-9819-65fb-4dee-9792-289d-1e2846bd"

The following is an example of /etc/system-release for the current version of Amazon Linux 2:

[ec2-user ~]$ cat /etc/system-release
Amazon Linux 2

The following is an example of /etc/os-release for Amazon Linux 2:

[ec2-user ~]$ cat /etc/os-release
NAME="Amazon Linux"

VERSION="2"

ID="amzn"

ID LIKE="centos rhel fedora"
VERSION_ID="2"

PRETTY NAME="Amazon Linux 2"
ANSI_COLOR="0;33"
CPE_NAME="cpe:2.3:0:amazon:amazon_linux:2"
HOME_URL="https://amazonlinux.com/"

Amazon Linux AMI

The following is an example of /etc/image-id for the current Amazon Linux AMI:

[ec2-user ~]$% cat /etc/image-id

image_name="amzn-ami-hvm"

image_version="2018.03"

image_arch="x86_64"
image_file="amzn-ami-hvm-2018.03.0.20180811-x86_64.ext4.gpt"
image_stamp="cc81-f2£f3"

image_date="20180811012746"

recipe_name="amzn ami"
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recipe_id="5b283820-dc60-a7ea-d436-39fa-439f-02ea-5c802dbd"

The following is an example of /etc/system-release for the current Amazon Linux AMI:

[ec2-user ~]$% cat /etc/system-release
Amazon Linux AMI release 2018.03

AWS Command Line Tools

The following command line tools for AWS integration and usage are included in the Amazon Linux AMI,
or in the default repositories for Amazon Linux 2. For the complete list of packages in the Amazon Linux
AMI, see Amazon Linux AMI 2017.09 Packages.

« aws-amitools-ec2
« aws-apitools-as

« aws-apitools-cfn
« aws-apitools-ec2
« aws-apitools-elb
e aws-apitools-mon
« aws-cfn-bootstrap
o aws-cli

Amazon Linux 2 and the minimal versions of Amazon Linux (amzn-ami-minimal-* and amzn2-ami-
minimal-*) do not always contain all of these packages; however, you can install them from the default
repositories using the following command:

[ec2-user ~]$%$ sudo yum install -y package_name

For instances launched using IAM roles, a simple script has been included to prepare
AWS_CREDENTIAL_ FILE, JAVA_HOME, AWS_PATH, PATH, and product-specific environment variables
after a credential file has been installed to simplify the configuration of these tools.

Also, to allow the installation of multiple versions of the API and AMI tools, we have placed symbolic
links to the desired versions of these tools in /opt/aws, as described here:

/opt/aws/bin
Symbolic links to /bin directories in each of the installed tools directories.
/opt/aws/{apitools|amitools}

Products are installed in directories of the form name-version and a symbolic link name that is
attached to the most recently installed version.

/opt/aws/{apitools|amitools}/name/environment.sh

Used by /etc/profile.d/aws-apitools-common. sh to set product-specific environment
variables, such as EC2_HOME.

Package Repository

Amazon Linux 2 and the Amazon Linux AMI are designed to be used with online package repositories
hosted in each Amazon EC2 AWS Region. These repositories provide ongoing updates to packages in
Amazon Linux 2 and the Amazon Linux AMI, as well as access to hundreds of additional common open-
source server applications. The repositories are available in all Regions and are accessed using yum
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update tools. Hosting repositories in each Region enables us to deploy updates quickly and without any
data transfer charges.

Amazon Linux 2 and the Amazon Linux AMI are updated regularly with security and feature
enhancements. If you do not need to preserve data or customizations for your instances, you can simply
launch new instances using the current AMIL. If you need to preserve data or customizations for your
instances, you can maintain those instances through the Amazon Linux package repositories. These
repositories contain all the updated packages. You can choose to apply these updates to your running
instances. Older versions of the AMI and update packages continue to be available for use, even as new
versions are released.

Important
Your instance must have access to the internet in order to access the repository.

To install packages, use the following command:

[ec2-user ~]$% sudo yum install package

For the Amazon Linux AMI, access to the Extra Packages for Enterprise Linux (EPEL) repository is
configured, but it is not enabled by default. Amazon Linux 2 is not configured to use the EPEL repository.
EPEL provides third-party packages in addition to those that are in the repositories. The third-party
packages are not supported by AWS. You can enable the EPEL repository with the following commands:

e For Amazon Linux 2:

[ec2-user ~]$% sudo yum install https://dl.fedoraproject.org/pub/epel/epel-release-
latest-7.noarch.rpm

For the Amazon Linux AMI:

[ec2-user ~]$ sudo yum-config-manager --enable epel

If you find that Amazon Linux does not contain an application you need, you can simply install the
application directly on your Amazon Linux instance. Amazon Linux uses RPMs and yum for package
management, and that is likely the simplest way to install new applications. You should always check to
see if an application is available in our central Amazon Linux repository first, because many applications
are available there. These applications can easily be added to your Amazon Linux instance.

To upload your applications onto a running Amazon Linux instance, use scp or sftp and then configure
the application by logging on to your instance. Your applications can also be uploaded during the
instance launch by using the PACKAGE_SETUP action from the built-in cloud-init package. For more
information, see cloud-init (p. 162).

Security Updates

Security updates are provided using the package repositories as well as updated AMIs Security alerts are
published in the Amazon Linux Security Center. For more information about AWS security policies or to
report a security problem, go to the AWS Security Center.

Amazon Linux is configured to download and install security updates at launch time. This is controlled
using the following cloud-init setting: repo_upgrade. The following snippet of cloud-init configuration
shows how you can change the settings in the user data text you pass to your instance initialization:

#cloud-config
repo_upgrade: security

The possible values for repo_upgrade are as follows:
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security

Apply outstanding updates that Amazon marks as security updates.
bugfix

Apply updates that Amazon marks as bug fixes. Bug fixes are a larger set of updates, which include
security updates and fixes for various other minor bugs.

all

Apply all applicable available updates, regardless of their classification.
none

Do not apply any updates to the instance on startup.

The default setting for repo_upgrade is security. That is, if you don't specify a different value in your
user data, by default, Amazon Linux performs the security upgrades at launch for any packages installed
at that time. Amazon Linux also notifies you of any updates to the installed packages by listing the
number of available updates upon login using the /etc/motd file. To install these updates, you need to
run sudo yum upgrade on the instance.

Repository Configuration

With Amazon Linux, AMls are treated as snapshots in time, with a repository and update structure that
always gives you the latest packages when you run yum update -y.

The repository structure is configured to deliver a continuous flow of updates that enable you to roll
from one version of Amazon Linux to the next. For example, if you launch an instance from an older
version of the Amazon Linux AMI (such as 2017.09 or earlier) and run yum update -y, you end up with
the latest packages.

You can disable rolling updates by enabling the lock-on-launch feature. The lock-on-launch feature locks
your instance to receive updates only from the specified release of the AMI. For example, you can launch
a 2017.09 AMI and have it receive only the updates that were released prior to the 2018.03 AMI, until
you are ready to migrate to the 2018.03 AMI.

Important

If you lock to a version of the repositories that is not the latest, you do not receive further
updates. To receive a continuous flow of updates, you must use the latest AMI, or consistently
update your AMI with the repositories pointed to latest.

To enable lock-on-launch in new instances, launch it with the following user data passed to cloud-init:

#cloud-config
repo_releasever: 2017.09

To lock existing instances to their current AMI version

1. Edit /ete/yum.conf.
2. Comment out releasever=1latest.
3. To clear the cache, run yum clean all .

Extras Library (Amazon Linux 2)

With Amazon Linux 2, you can use the Extras Library to install application and software updates on your
instances. These software updates are known as topics. You can install a specific version of a topic or
omit the version information to use the most recent version.
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To list the available topics, use the following command:

[ec2-user ~]% amazon-linux-extras list

To enable a topic and install the latest version of its package to ensure freshness, use the following
command:

[ec2-user ~]% sudo amazon-linux-extras install topic

To enable topics and install specific versions of their packages to ensure stability, use the following
command:

[ec2-user ~]$ sudo amazon-linux-extras install topic=version topic=version

Accessing Source Packages for Reference

You can view the source of packages you have installed on your instance for reference purposes by
using tools provided in Amazon Linux. Source packages are available for all of the packages included in
Amazon Linux and the online package repository. Simply determine the package name for the source
package you want to install and use the yumdownloader --source command to view source within your
running instance. For example:

[ec2-user ~]$% yumdownloader --source bash

The source RPM can be unpacked, and, for reference, you can view the source tree using standard RPM
tools. After you finish debugging, the package is available for use.

cloud-init

The cloud-init package is an open-source application built by Canonical that is used to bootstrap Linux
images in a cloud computing environment, such as Amazon EC2. Amazon Linux contains a customized
version of cloud-init. It enables you to specify actions that should happen to your instance at boot time.
You can pass desired actions to cloud-init through the user data fields when launching an instance.

This means you can use common AMIs for many use cases and configure them dynamically at startup.
Amazon Linux also uses cloud-init to perform initial configuration of the ec2-user account.

For more information, see the cloud-init documentation.

Amazon Linux uses the cloud-init actions found in /etc/cloud/cloud.cfg.d and /etc/cloud/
cloud.cfg. You can create your own cloud-init action files in /etc/cloud/cloud.cfg.d. All files
in this directory are read by cloud-init. They are read in lexical order, and later files overwrite values in
earlier files.

The cloud-init package performs these (and other) common configuration tasks for instances at boot:

 Set the default locale.

« Set the hostname.

« Parse and handle user data.

« Generate host private SSH keys.

« Add a user's public SSH keys to .ssh/authorized_keys for easy login and administration.
« Prepare the repositories for package management.

« Handle package actions defined in user data.

« Execute user scripts found in user data.
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Mount instance store volumes, if applicable.

« By default, the ephemeralo instance store volume is mounted at /media/ephemeralo if it is
present and contains a valid file system; otherwise, it is not mounted.

« By default, any swap volumes associated with the instance are mounted (only for m1.small and
cl.medium instance types).

« You can override the default instance store volume mount with the following cloud-init directive:

#cloud-config
mounts:
- [ ephemeral0 ]

For more control over mounts, see Mounts in the cloud-init documentation.

« Instance store volumes that support TRIM are not formatted when an instance launches, so you
must partition and format them before you can mount them. For more information, see Instance
Store Volume TRIM Support (p. 945). You can use the disk_setup module to partition and
format your instance store volumes at boot. For more information, see Disk Setup in the cloud-init
documentation.

Supported User-Data Formats

The cloud-init package supports user-data handling of a variety of formats:

Gzip
o If user-data is gzip compressed, cloud-init decompresses the data and handles it appropriately.
MIME multipart

« Using a MIME multipart file, you can specify more than one type of data. For example, you could
specify both a user-data script and a cloud-config type. Each part of the multipart file can be

Base64 decoding

« If user-data is base64-encoded, cloud-init determines if it can understand the decoded data as
one of the supported types. If it understands the decoded data, it decodes the data and handles it
appropriately. If not, it returns the base64 data intact.

User-Data script
« Begins with #! or Content-Type: text/x-shellscript.

o The script is executed by /etc/init.d/cloud-init-user-scripts during the first boot cycle.
This occurs late in the boot process (after the initial configuration actions are performed).

Include file
o Begins with #include or Content-Type: text/x-include-url.

« This content is an include file. The file contains a list of URLs, one per line. Each of the URLs is read,
and their content passed through this same set of rules. The content read from the URL can be
gzipped, MIME-multi-part, or plaintext.

Cloud Config Data
» Begins with #cloud-config or Content-Type: text/cloud-config.

« This content is cloud-config data. For a commented example of supported configuration formats,
see the examples.

Upstart job
« Begins with #upstart-job or Content-Type: text/upstart-job.

« This content is stored in a file in /etc/init, and upstart consumes the content as per other upstart
jobs.

Cloud Boothook
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« Begins with #cloud-boothook or Content-Type: text/cloud-boothook

« This content is boothook data. It is stored in a file under /var/1ib/cloud and then executed
immediately.

« This is the earliest "hook" available. There is no mechanism provided for running it only one time.
The boothook must take care of this itself. It is provided with the instance ID in the environment
variable INSTANCE_ ID. Use this variable to provide a once-per-instance set of boothook data.

Subscribing to Amazon Linux Notifications

To be notified when new AMIs are released, you can subscribe using Amazon SNS.
To subscribe to Amazon Linux notifications

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/v3/home.

2. Inthe navigation bar, change the Region to US East (N. Virginia), if necessary. You must select the
Region in which the SNS notification that you are subscribing to was created.

3. Inthe navigation pane, choose Subscriptions, Create subscription.
4. For the Create subscription dialog box, do the following:

a. [Amazon Linux 2] For Topic ARN, copy and paste the following Amazon Resource Name (ARN):
arn:aws:sns:us-east-1:137112412989:amazon-linux-2-ami-updates

b. [Amazon Linux] For Topic ARN, copy and paste the following Amazon Resource Name (ARN):
arn:aws:sns:us-east-1:137112412989:amazon-linux-ami-updates

c. For Protocol, choose Email.
d. For Endpoint, enter an email address that you can use to receive the notifications.
e. Choose Create subscription.

5.  You receive a confirmation email with the subject line "AWS Notification - Subscription
Confirmation". Open the email and choose Confirm subscription to complete your subscription.

Whenever AMiIs are released, we send notifications to the subscribers of the corresponding topic. To stop
receiving these notifications, use the following procedure to unsubscribe.

To unsubscribe from Amazon Linux notifications

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/v3/home.

2. Inthe navigation bar, change the Region to US East (N. Virginia), if necessary. You must use the
Region in which the SNS notification was created.

3. Inthe navigation pane, choose Subscriptions, select the subscription, and choose Actions, Delete
subscriptions.

4. When prompted for confirmation, choose Delete.

Running Amazon Linux 2 as a Virtual Machine On-
Premises

Use the Amazon Linux 2 virtual machine (VM) images for on-premises development and testing. These
images are available for use on the following virtualization platforms:

¢ VMWare
¢ KVM
 VirtualBox (Oracle VM)
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o Microsoft Hyper-V

To use the Amazon Linux 2 virtual machine images with one of the supported virtualization platforms,
do the following:

o Step 1: Prepare the seed. iso Boot Image (p. 165)
« Step 2: Download the Amazon Linux 2 VM Image (p. 166)
« Step 3: Boot and Connect to Your New VM (p. 167)

Step 1: Prepare the seed. iso Boot Image

The seed. iso boot image includes the initial configuration information that is needed to boot your new
VM, such as the network configuration, host name, and user data.

Note
The seed. iso boot image includes only the configuration information required to boot the VM.
It does not include the Amazon Linux 2 operating system files.

To generate the seed. iso boot image, you need two configuration files:

« meta-data—This file includes the hostname and static network settings for the VM.

« user-data—This file configures user accounts, and specifies their passwords, key pairs, and access
mechanisms. By default, the Amazon Linux 2 VM image creates a ec2-user user account. You use the
user-data configuration file to set the password for the default user account.

To create the seed.iso boot disc

1. Create a new folder named seedconfig and navigate into it.
2. Create the meta-data configuration file.

a. Create a new file named meta-data.
Open the meta-data file using your preferred editor and add the following.

local-hostname: vm_hostname
# ethO is the default network interface enabled in the image. You can configure
static network settings with an entry like the following.
network-interfaces: |
auto etho
iface ethO inet static
address 192.168.1.10
network 192.168.1.0
netmask 255.255.255.0
broadcast 192.168.1.255
gateway 192.168.1.254

Replace vm_hostname with a VM host name of your choice, and configure the network settings
as required.

¢. Save and close the meta-data configuration file.

For an example meta-data configuration file that specifies a VM hostname
(amazonlinux.onprem), configures the default network interface (etho), and specifies static IP
addresses for the necessary network devices, see the sample Seed.iso file.

3. Create the user-data configuration file.

a. Create a new file named user-data.
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b. Open the user-data file using your preferred editor and add the following.

#cloud-config
#vim:syntax=yaml
users:
# A user by the name “ec2-user” 1is created in the image by default.
- default
chpasswd:
list: |
ec2-user:plain_text_password
# In the above line, do not add any spaces after 'ec2-user:'.

Replace plain_text_password with a password of your choice for the default ec2-user user
account.

c. (Optional) By default, cloud-init applies network settings each time the VM boots. Add the
following to prevent cloud-init from applying network settings at each boot, and to retain the
network settings applied during the first boot.

# NOTE: Cloud-init applies network settings on every boot by default. To retain
network settings from first
boot, add following ‘write_files’ section:
write_files:
- path: /etc/cloud/cloud.cfg.d/80_disable_network after_ firstboot.cfg
content: |
# Disable network configuration after first boot
network:
config: disabled

d. Save and close the user-data configuration file.

You can also create additional user accounts and specify their access mechanisms, passwords, and
key pairs. For more information about the supported directives, see Modules. For an example user-
data file that creates three additional users and specifies a custom password for the default ec2-
user user account, see the sample Seed.iso file.

4. Create the seed.iso boot image using the meta-data and user-data configuration files.

For Linux, use a tool such as genisoimage. Navigate into the seedconfig folder, and execute the
following command.

$ genisoimage -output seed.iso -volid cidata -joliet -rock user-data meta-data

For macQS, use a tool such as hdiutil. Navigate one level up from the seedconfig folder, and
execute the following command.

$ hdiutil makehybrid -o seed.iso -hfs -joliet -iso -default-volume-name cidata
seedconfig/

Step 2: Download the Amazon Linux 2 VM Image

We offer a different Amazon Linux 2 VM image for each of the supported virtualization platforms.
Download the correct VM image for your chosen platform:

e VMWare
« KVM
« Oracle VirtualBox
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User

o Microsoft Hyper-V

Step 3: Boot and Connect to Your New VM

To boot and connect to your new VM, you must have the seed. iso boot image (created in Step 1), and
an Amazon Linux 2 VM image (downloaded in Step 2). The steps vary depending on your chosen VM
platform.

Note
You must connect the seed. iso boot image to the VM on first boot.
seed. iso is evaluated only during the initial boot.

After the VM has booted, log in using one of the user accounts that is defined in the user-data
configuration file. You can disconnect the seed. iso boot image from the VM after you have logged in
for the first time.

Provided Kernels

If you have a need for a custom kernel on your Amazon EC2 instances, you can start with an AMI that is
close to what you want, compile the custom kernel on your instance, and modify the menu. 1st file to
point to the new kernel. This process varies depending on the virtualization type that your AMI uses. For
more information, see Linux AMI Virtualization Types (p. 95).

Contents
« HVM AMis (GRUB) (p. 167)
« Paravirtual AMIs (PV-GRUB) (p. 168)

HVM AMIs (GRUB)

HVM instance volumes are treated like actual physical disks. The boot process is similar to that of a
bare metal operating system with a partitioned disk and bootloader, which allows it to work with all
currently supported Linux distributions. The most common bootloader is GRUB, and the following
section describes configuring GRUB to use a custom kernel.

Configuring GRUB for HVYM AMIs

The following is an example of a menu. 1st configuration file for an HVM AMIL. In this example, there are
two kernel entries to choose from: Amazon Linux 2018.03 (the original kernel for this AMI) and Vanilla
Linux 4.16.4 (a newer version of the Vanilla Linux kernel from https://www.kernel.org/). The Vanilla
entry was copied from the original entry for this AMI, and the kernel and initrd paths were updated
to the new locations. The default 0 parameter points the bootloader to the first entry that it sees (in
this case, the Vanilla entry), and the fallback 1 parameter points the bootloader to the next entry if
there is a problem booting the first.

By default, GRUB does not send its output to the instance console because it creates an extra boot delay.
For more information, see Instance Console Output (p. 1033). If you are installing a custom kernel,

you should consider enabling GRUB output by deleting the hiddenmenu line and adding serial and
terminal lines to /boot/grub/menu. lst as shown in the example below.

Important
Avoid printing large amounts of debug information during the boot process; the serial console
does not support high rate data transfer.

default=0
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fallback=1

timeout=5

serial --unit=0 --speed=9600

terminal —--dumb --timeout=5 serial console

title Vanilla Linux 4.16.4

root (hdo)

kernel /boot/vmlinuz-4.16.4 root=LABEL=/ console=ttyl console=ttyS0
initrd /boot/initrd.img-4.16.4

title Amazon Linux 2018.03 (4.14.26-46.32.amznl.x86_64)

root (hdo,0)

kernel /boot/vmlinuz-4.14.26-46.32.amznl.x86_64 root=LABEL=/ console=ttyl console=ttyS0
initrd /boot/initramfs-4.14.26-46.32.amznl.x86_64.img

You don't need to specify a fallback kernel in your menu. 1st file, but we recommend that you have a
fallback when you test a new kernel. GRUB can fall back to another kernel in the event that the new
kernel fails. Having a fallback kernel allows the instance to boot even if the new kernel isn't found.

If your new Vanilla Linux kernel fails, the output will be similar to the example below.

AM Entry 0 will be booted automatically in 3 seconds. ~M Entry 0 will be booted
automatically in 2 seconds. M Entry 0 will be booted automatically in 1 seconds.

Error 13: Invalid or unsupported executable format
[ 0.000000] Initializing cgroup subsys cpuset

Paravirtual AMIs (PV-GRUB)

Amazon Machine Images that use paravirtual (PV) virtualization use a system called PV-GRUB during the
boot process. PV-GRUB is a paravirtual bootloader that runs a patched version of GNU GRUB 0.97. When
you start an instance, PV-GRUB starts the boot process and then chain loads the kernel specified by your
image's menu. 1st file.

PV-GRUB understands standard grub.conf or menu.lst commands, which allows it to work with all
currently supported Linux distributions. Older distributions such as Ubuntu 10.04 LTS, Oracle Enterprise
Linux or CentOS 5.x require a special "ec2" or "xen" kernel package, while newer distributions include the
required drivers in the default kernel package.

Most modern paravirtual AMIs use a PV-GRUB AKI by default (including all of the paravirtual Linux AMIs
available in the Amazon EC2 Launch Wizard Quick Start menu), so there are no additional steps that
you need to take to use a different kernel on your instance, provided that the kernel you want to use

is compatible with your distribution. The best way to run a custom kernel on your instance is to start
with an AMI that is close to what you want and then to compile the custom kernel on your instance and
modify the menu. 1st file as shown in Configuring GRUB (p. 169) to boot with that kernel.

You can verify that the kernel image for an AMI is a PV-GRUB AKI by executing the following describe-
images command with the Amazon EC2 command line tools (substituting the kernel image ID you want
to check:

aws ec2 describe-images --filters Name=image-id,Values=aki-880531cd

Check whether the Name field starts with pv-grub.

Topics
« Limitations of PV-GRUB (p. 169)
« Configuring GRUB for Paravirtual AMIs (p. 169)
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o Amazon PV-GRUB Kernel Image IDs (p. 170)
« Updating PV-GRUB (p. 172)

Limitations of PV-GRUB

PV-GRUB has the following limitations:

« You can't use the 64-bit version of PV-GRUB to start a 32-bit kernel or vice versa.
« You can't specify an Amazon ramdisk image (ARI) when using a PV-GRUB AKI.

o AWS has tested and verified that PV-GRUB works with these file system formats: EXT2, EXT3, EXT4,
JFS, XFS, and ReiserFS. Other file system formats might not work.

« PV-GRUB can boot kernels compressed using the gzip, bzip2, lzo, and xz compression formats.

o Cluster AMIs don't support or need PV-GRUB, because they use full hardware virtualization (HVM).
While paravirtual instances use PV-GRUB to boot, HVM instance volumes are treated like actual disks,
and the boot process is similar to the boot process of a bare metal operating system with a partitioned
disk and bootloader.

« PV-GRUB versions 1.03 and earlier don't support GPT partitioning; they support MBR partitioning only.

« If you plan to use a logical volume manager (LVM) with Amazon EBS volumes, you need a separate
boot partition outside of the LVM. Then you can create logical volumes with the LVM.

Configuring GRUB for Paravirtual AMls

To boot PV-GRUB, a GRUB menu. 1st file must exist in the image; the most common location for this file
is /boot/grub/menu.lst.

The following is an example of a menu. 1st configuration file for booting an AMI with a PV-GRUB

AKIL. In this example, there are two kernel entries to choose from: Amazon Linux 2018.03 (the original
kernel for this AMI), and Vanilla Linux 4.16.4 (a newer version of the Vanilla Linux kernel from https://
www.kernel.org/). The Vanilla entry was copied from the original entry for this AMI, and the kernel

and initrd paths were updated to the new locations. The default 0 parameter points the bootloader
to the first entry it sees (in this case, the Vanilla entry), and the fallback 1 parameter points the
bootloader to the next entry if there is a problem booting the first.

default 0
fallback 1
timeout 0
hiddenmenu

title Vanilla Linux 4.16.4

root (hdo)

kernel /boot/vmlinuz-4.16.4 root=LABEL=/ console=hvcO
initrd /boot/initrd.img-4.16.4

title Amazon Linux 2018.03 (4.14.26-46.32.amznl.x86_64)

root (hdo)

kernel /boot/vmlinuz-4.14.26-46.32.amznl.x86_64 root=LABEL=/ console=hvcO
initrd /boot/initramfs-4.14.26-46.32.amznl.x86_64.img

You don't need to specify a fallback kernel in your menu. 1st file, but we recommend that you have a
fallback when you test a new kernel. PV-GRUB can fall back to another kernel in the event that the new
kernel fails. Having a fallback kernel allows the instance to boot even if the new kernel isn't found.

PV-GRUB checks the following locations for menu. 1st, using the first one it finds:

¢ (hd0)/boot/grub
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¢ (hdo,0)/boot/grub
e (hdo,0)/grub
¢ (hdo,1)/boot/grub
e (hdo,1)/grub
¢ (hdo,2)/boot/grub
e (hdo,2)/grub
¢ (hdo, 3)/boot/grub
e (hdo,3)/grub

Note that PV-GRUB 1.03 and earlier only check one of the first two locations in this list.

Amazon PV-GRUB Kernel Image IDs

PV-GRUB AKls are available in all Amazon EC2 regions. There are AKls for both 32-bit and 64-bit
architecture types. Most modern AMIs use a PV-GRUB AKI by default.

We recommend that you always use the latest version of the PV-GRUB AKI, as not all versions of the PV-
GRUB AKI are compatible with all instance types. Use the following describe-images command to get a
list of the PV-GRUB AKls for the current region:

aws ec2 describe-images --owners amazon --filters Name=name,Values=pv-grub-*.gz

Note that PV-GRUB is the only AKI available in the ap-southeast-2 region. You should verify that any
AMI you want to copy to this region is using a version of PV-GRUB that is available in this region.
The following are the current AKI IDs for each region. Register new AMIls using an hd0 AKI.

Note
We continue to provide hd00 AKls for backward compatibility in regions where they were
previously available.

ap-northeast-1, Asia Pacific (Tokyo)

Image ID Image Name
aki-f975a998 pv-grub-hd0_1.05-i386.9gz
aki-7077abl1 pv-grub-hd0_1.05-x86_64.9z

ap-southeast-1, Asia Pacific (Singapore) Region

Image ID Image Name
aki-17a40074 pv-grub-hd0_1.05-1386.gz
aki-73a50110 pv-grub-hd0_1.05-x86_64.9z

ap-southeast-2, Asia Pacific (Sydney)

Image ID Image Name
aki-ba5665d9 pv-grub-hd0_1.05-i386.9gz
aki-66506305 pv-grub-hd0_1.05-x86_64.9gz
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eu-central-1, EU (Frankfurt)

Image ID Image Name
aki-1419e57b pv-grub-hd0_1.05-i386.9gz
aki-931fe3fc pv-grub-hd0_1.05-x86_64.9z

eu-west-1, EU (Ireland)

Image ID Image Name
aki-1c9fd8ef pv-grub-hd0_1.05-i386.9gz
aki-dc9ed9af pv-grub-hd0_1.05-x86_64.9z

sa-east-1, South America (Sao Paulo)

Image ID Image Name
aki-7cd34110 pv-grub-hd0_1.05-i386.9gz
aki-912fbcfd pv-grub-hd0_1.05-x86_64.9z

us-east-1, US East (N. Virginia)

Image ID Image Name
aki-04206613 pv-grub-hd0_1.05-i386.9gz
aki-5c21674b pv-grub-hd0_1.05-x86_64.9z

us-gov-west-1, AWS GovCloud (US-West)

Image ID Image Name
aki-5ee9573f pv-grub-hd0_1.05-1386.gz
aki-9ee55bff pv-grub-hd0_1.05-x86_64.9gz

us-west-1, US West (N. California)

Image ID Image Name
aki-43cf8123 pv-grub-hd0_1.05-1386.gz
aki-59cc8239 pv-grub-hd0_1.05-x86_64.9z

us-west-2, US West (Oregon)

Image ID Image Name
aki-7a69931a pv-grub-hd0_1.05-i386.9gz
aki-70cb0el0 pv-grub-hd0_1.05-x86_64.9z
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Updating PV-GRUB

We recommend that you always use the latest version of the PV-GRUB AKI, as not all versions of the PV-
GRUB AKI are compatible with all instance types. Also, older versions of PV-GRUB are not available in all
regions, so if you copy an AMI that uses an older version to a region that does not support that version,
you will be unable to boot instances launched from that AMI until you update the kernel image. Use the
following procedures to check your instance's version of PV-GRUB and update it if necessary.

To check your PV-GRUB version

1.

Find the kernel ID for your instance.

aws ec2 describe-instance-attribute --instance-id instance_id --attribute kernel --
region region

{
"InstanceId": "instance_id",
"KernelId": "aki-70cbOel0"

The kernel ID for this instance is aki-70cb0e10.
View the version information of that kernel ID.

aws ec2 describe-images --image-ids aki-70cb0el0 --region region

{
"Images": [
{
"VirtualizationType": "paravirtual",
"Name": "pv-grub-hdO_1.05-x86_64.gz",
"Description": "PV-GRUB release 1.05, 64-bit"
}
]
}

This kernel image is PV-GRUB 1.05. If your PV-GRUB version is not the newest version (as shown in
Amazon PV-GRUB Kernel Image IDs (p. 170)), you should update it using the following procedure.

To update your PV-GRUB version

If your instance is using an older version of PV-GRUB, you should update it to the latest version.

1.

Identify the latest PV-GRUB AKI for your region and processor architecture from Amazon PV-GRUB
Kernel Image IDs (p. 170).

Stop your instance. Your instance must be stopped to modify the kernel image used.

aws ec2 stop-instances --instance-ids instance_id --region region

Modify the kernel image used for your instance.

aws ec2 modify-instance-attribute --instance-id instance_id --kernel kernel_id --
region region

Restart your instance.

aws ec2 start-instances --instance-ids instance_id --region region
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Amazon EC2 Instances

If you're new to Amazon EC2, see the following topics to get started:

o What Is Amazon EC2? (p. 1)

» Setting Up with Amazon EC2 (p. 19)

« Getting Started with Amazon EC2 Linux Instances (p. 27)
« Instance Lifecycle (p. 391)

Before you launch a production environment, you need to answer the following questions.
Q. What instance type best meets my needs?

Amazon EC2 provides different instance types to enable you to choose the CPU, memory, storage,
and networking capacity that you need to run your applications. For more information, see Instance
Types (p. 173).

Q. What purchasing option best meets my needs?

Amazon EC2 supports On-Demand Instances (the default), Spot Instances, and Reserved Instances.
For more information, see Instance Purchasing Options (p. 249).

Q. Which type of root volume meets my needs?

Each instance is backed by Amazon EBS or backed by instance store. Select an AMI based on which
type of root volume you need. For more information, see Storage for the Root Device (p. 93).

Q. Can | remotely manage a fleet of EC2 instances and machines in my hybrid environment?

AWS Systems Manager enables you to remotely and securely manage the configuration of your
Amazon EC2 instances, and your on-premises instances and virtual machines (VMs) in hybrid
environments, including VMs from other cloud providers. For more information, see the AWS
Systems Manager User Guide.

Instance Types

When you launch an instance, the instance type that you specify determines the hardware of the host
computer used for your instance. Each instance type offers different compute, memory, and storage
capabilities and are grouped in instance families based on these capabilities. Select an instance type
based on the requirements of the application or software that you plan to run on your instance.

Amazon EC2 provides each instance with a consistent and predictable amount of CPU capacity,
regardless of its underlying hardware.

Amazon EC2 dedicates some resources of the host computer, such as CPU, memory, and instance
storage, to a particular instance. Amazon EC2 shares other resources of the host computer, such as the
network and the disk subsystem, among instances. If each instance on a host computer tries to use

as much of one of these shared resources as possible, each receives an equal share of that resource.
However, when a resource is underused, an instance can consume a higher share of that resource while
it's available.
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Each instance type provides higher or lower minimum performance from a shared resource. For example,
instance types with high I/O performance have a larger allocation of shared resources. Allocating a larger
share of shared resources also reduces the variance of I/O performance. For most applications, moderate
1/0 performance is more than enough. However, for applications that require greater or more consistent

1/0 performance, consider an instance type with higher I/O performance.

Contents
« Available Instance Types (p. 174)
« Hardware Specifications (p. 176)
« AMI Virtualization Types (p. 176)
 Nitro-based Instances (p. 176)
« Networking and Storage Features (p. 177)
« Instance Limits (p. 179)
« General Purpose Instances (p. 180)
« Compute Optimized Instances (p. 217)
» Memory Optimized Instances (p. 221)
» Storage Optimized Instances (p. 229)
 Linux Accelerated Computing Instances (p. 236)
» Changing the Instance Type (p. 246)

Available Instance Types

Amazon EC2 provides the instance types listed in the following tables.

Current Generation Instances

For the best performance, we recommend that you use the current generation instance types when you
launch new instances.

For more information about the current generation instance types, see Amazon EC2 Instance Types.

Instance Family Current Generation Instance Types

General purpose al.medium|al.large|al.xlarge|al.2xlarge |
al.4xlarge |m4.large |m4.xlarge |m4.2xlarge |
m4.4xlarge |m4.10xlarge |m4.1l6xlarge |m5.large
|m5.xlarge |m5.2xlarge | m5.4xlarge | m5.8xlarge |
m5.12xlarge |m5.16xlarge |m5.24xlarge |m5.metal |
m5a.large | m5a.xlarge |m5a.2xlarge | m5a.4xlarge |
m5a.8xlarge |m5a.12xlarge | m5a.16xlarge | m5a.24xlarge
|m5ad.large | m5ad.xlarge |m5ad.2xlarge | m5ad.4xlarge
|m5ad.12xlarge | m5ad.24xlarge | m5d.large | m5d.xlarge
| m5d.2xlarge | m5d.4xlarge | m5d.8xlarge | m5d.12xlarge
|m5d.16xlarge | m5d.24xlarge | m5d.metal | t2.nano |
t2.micro|t2.small|t2.medium|t2.large|t2.xlarge |
t2.2xlarge | t3.nano|t3.micro| t3.small|t3.medium |
t3.large|t3.xlarge| t3.2xlarge| t3a.nano|t3a.micro
| t3a.small| t3a.medium| t3a.large | t3a.xlarge |
t3a.2xlarge

Compute optimized c4.large|c4.xlarge | c4.2xlarge | c4.4xlarge |
c4.8xlarge | c5.large | c5.xlarge | ¢5.2xlarge |
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Instance Family

Memory optimized

Storage optimized

Accelerated computing

Current Generation Instance Types

c5.4xlarge | c5.9xlarge | c5.12xlarge | c5.18xlarge

| c5.24x1large | c5.metal | c5d.large | c5d.xlarge |
c5d.2xlarge | c5d.4xlarge | c5d.9xlarge | c5d.18xlarge
| c5n.large | c5n.xlarge | c5n.2xlarge | c5n.4xlarge |
c5n.9xlarge | c5n.18xlarge | c5n.metal

r4.large | r4.xlarge | r4.2xlarge | r4.4xlarge |
r4.8xlarge | r4.16xlarge | r5.large | r5.xlarge |
r5.2xlarge | r5.4xlarge | r5.8xlarge | r5.12xlarge

| r5.16xlarge | r5.24xlarge | r5.metal | r5a.large |
r5a.xlarge | r5a.2xlarge | r5a.4xlarge | r5a.8xlarge

| r5a.12xlarge | r5a.16xlarge | r5a.24xlarge |
r5ad.large | r5ad.xlarge | r5ad.2xlarge | r5ad.4xlarge |
r5ad.12xlarge | r5ad.24xlarge | r5d.large | r5d.xlarge |
r5d.2xlarge | r5d.4xlarge | r5d.8xlarge | r5d.12xlarge |
r5d.16xlarge | r5d.24xlarge | r5d.metal | u-6tbl.metal |
u-9tbl.metal |u-12tbl.metal | x1.16xlarge | x1.32xlarge
| x1le.xlarge | xle.2xlarge | xle.4xlarge | xle.8xlarge

| x1e.16xlarge | xle.32xlarge | z1d.large | z1d.xlarge |
zld.2xlarge | z1d.3xlarge | z1d.6xlarge | z1d.12xlarge |
zld.metal

d2.xlarge|d2.2xlarge|d2.4xlarge | d2.8xlarge |
hl.2xlarge | hl.4xlarge | hl.8xlarge|hl.1l6xlarge
|i3.large|i3.xlarge|i3.2xlarge|i3.4xlarge |
i3.8xlarge|i3.16xlarge|i3.metal| i3en.large |
i3en.xlarge | i3en.2xlarge | i3en.3xlarge | i3en.6xlarge
| i3en.12xlarge | i3en.24xlarge | i3en.metal

f1.2xlarge | fl1.4xlarge| fl.16xlarge|g3s.xlarge
| g3.4xlarge | g3.8xlarge | g3.16xlarge | p2.xlarge |
p2.8xlarge | p2.16xlarge | p3.2xlarge | p3.8xlarge |
p3.16xlarge | p3dn.24xlarge

Previous Generation Instances

Amazon Web Services offers previous generation instances for users who have optimized their
applications around these instances and have yet to upgrade. We encourage you to use the latest
generation of instances to get the best performance, but we continue to support these previous
generation instances. If you are currently using a previous generation instance, you can see which
current generation instance would be a suitable upgrade. For more information, see Previous Generation

Instances.

Instance Family

General purpose

Compute optimized

Memory optimized

Previous Generation Instance Types

ml.small |ml.medium|ml.large |ml.xlarge |m3.medium |
m3.large |m3.xlarge |m3.2xlarge | tl.micro

cl.medium|cl.xlarge|cc2.8xlarge|c3.large|c3.xlarge
| ¢3.2xlarge | c3.4xlarge | c3.8xlarge

m2.xlarge |m2.2xlarge |m2.4xlarge | crl.8xlarge
| r3.large | r3.xlarge | r3.2xlarge | r3.4xlarge |
r3.8xlarge
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Instance Family Previous Generation Instance Types

Storage optimized hsl.8xlarge|i2.xlarge|i2.2xlarge|i2.4xlarge |
i2.8xlarge

Accelerated computing g2.2xlarge | g2.8xlarge

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

To determine which instance type best meets your needs, we recommend that you launch an instance
and use your own benchmark application. Because you pay by the instance second, it's convenient and
inexpensive to test multiple instance types before making a decision.

If your needs change, even after you make a decision, you can resize your instance later. For more
information, see Changing the Instance Type (p. 246).

Note

Amazon EC2 instances run on 64-bit virtual Intel processors as specified in the instance type
product pages. For more information about the hardware specifications for each Amazon

EC2 instance type, see Amazon EC2 Instance Types. However, confusion may result from
industry naming conventions for 64-bit CPUs. Chip manufacturer Advanced Micro Devices
(AMD) introduced the first commercially successful 64-bit architecture based on the Intel x86
instruction set. Consequently, the architecture is widely referred to as AMD64 regardless of the
chip manufacturer. Windows and several Linux distributions follow this practice. This explains
why the internal system information on an Ubuntu or Windows EC2 instance displays the CPU
architecture as AMD64 even though the instances are running on Intel hardware.

AMI Virtualization Types

The virtualization type of your instance is determined by the AMI that you use to launch it. Current
generation instance types support hardware virtual machine (HVM) only. Some previous generation
instance types support paravirtual (PV) and some AWS regions support PV instances. For more
information, see Linux AMI Virtualization Types (p. 95).

For best performance, we recommend that you use an HVM AMIL. In addition, HVM AMiIs are required to
take advantage of enhanced networking. HVM virtualization uses hardware-assist technology provided
by the AWS platform. With HVM virtualization, the guest VM runs as if it were on a native hardware
platform, except that it still uses PV network and storage drivers for improved performance.

Nitro-based Instances

The Nitro system is a collection of AWS-built hardware and software components that enable high
performance, high availability, and high security. In addition, the Nitro system provides bare metal
capabilities that eliminate virtualization overhead and support workloads that require full access to host
hardware.

Nitro Components
The following components are part of the Nitro system:

« Nitro hypervisor - A lightweight hypervisor that manages memory and CPU allocation and delivers
performance that is indistinguishable from bare metal for most workloads.

« Nitro card
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« Local NVMe storage volumes
« Networking hardware support
« Management
« Monitoring
» Security
« Nitro security chip, integrated into the motherboard

Instance Types
The following instances are based on the Nitro system:

« A1, C5, C5d, C5n, I13en, M5, M53, M5ad, M5d, p3dn. 24xlarge, R5, R53, R5ad, R5d, T3, T3a, and z1d

o Bare metal: ¢c5.metal, c5n.metal, i3.metal, i3en.metal, m5.metal, m5d.metal, r5.metal,
r5d.metal, u-6tbl.metal, u-9tbl.metal, u-12tbl.metal, and zid.metal

Resources
For more information, see the following videos:

o AWS re:lnvent 2017: The Amazon EC2 Nitro System Architecture
o AWS re:lnvent 2017: Amazon EC2 Bare Metal Instances
» The Nitro Project: Next-Generation EC2 Infrastructure

Networking and Storage Features

When you select an instance type, this determines the networking and storage features that are
available.

Networking features

« IPv6 is supported on all current generation instance types and the C3, R3, and 12 previous generation
instance types.

« To maximize the networking and bandwidth performance of your instance type, you can do the
following:

« Launch supported instance types into a cluster placement group to optimize your instances for
high performance computing (HPC) applications. Instances in a common cluster placement group
can benefit from high-bandwidth, low-latency networking. For more information, see Placement
Groups (p. 764).

« Enable enhanced networking for supported current generation instance types to get significantly
higher packet per second (PPS) performance, lower network jitter, and lower latencies. For more
information, see Enhanced Networking on Linux (p. 729).

« Current generation instance types that are enabled for enhanced networking have the following
networking performance attributes:

o Traffic within the same region over private IPv4 or IPv6 can support 5 Gbps for single-flow traffic
and up to 25 Gbps for multi-flow traffic (depending on the instance type).

« Traffic to and from Amazon S3 buckets within the same region over the public IP address space or
through a VPC endpoint can use all available instance aggregate bandwidth.

« The maximum supported MTU varies across instance types. All Amazon EC2 instance types support
standard Ethernet V2 1500 MTU frames. All current generation instances support 9001 MTU, or jumbo
frames, and some previous generation instances support them as well. For more information, see
Network Maximum Transmission Unit (MTU) for Your EC2 Instance (p. 773).
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Storage features

« Some instance types support EBS volumes and instance store volumes, while other instance types
support only EBS volumes. Some instance types that support instance store volumes use solid state
drives (SSD) to deliver very high random 1/0 performance. Some instance types support NVMe
instance store volumes. Some instance types support NVMe EBS volumes. For more information, see
Amazon EBS and NVMe on Linux Instances (p. 892) and NVMe SSD Volumes (p. 944).

« To obtain additional, dedicated capacity for Amazon EBS 1/0, you can launch some instance types as
EBS-optimized instances. Some instance types are EBS-optimized by default. For more information,
see Amazon EBS-Optimized Instances (p. 895).

Summary of Networking and Storage Features

The following table summarizes the networking and storage features supported by current generation
instance types.

EBS only NVMe EBS Instance store | Placement Enhanced
group networking

A1l Yes Yes No Yes ENA

C4 Yes No No Yes Intel 82599 VF

c5 Yes Yes No Yes ENA

C5d No Yes NVMe * Yes ENA

C5n Yes Yes No Yes ENA

D2 No No HDD Yes Intel 82599 VF

F1 No No NVMe * Yes ENA

G3 Yes No No Yes ENA

H1 No No HDD * Yes ENA

13 No No NVMe * Yes ENA

13en No Yes NVMe * Yes ENA

M4 Yes No No Yes m4.l6xlarge:
ENA
All other sizes:
Intel 82599 VF

M5 Yes Yes No Yes ENA

Mb5a Yes Yes No Yes ENA

M5ad No Yes NVMe * Yes ENA

M5d No Yes NVMe * Yes ENA

P2 Yes No No Yes ENA

P3 p3dn.24xlargep3dn.24xlargep3dn.24xlarge:Yes ENA

No Yes NVMe *
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EBS only NVMe EBS Instance store Placement Enhanced
group networking
All other sizes: | All other sizes:
Yes No
R4 Yes No No Yes ENA
R5 Yes Yes No Yes ENA
R5a Yes Yes No Yes ENA
R5ad No Yes NVMe * Yes ENA
R5d No Yes NVMe * Yes ENA
T2 Yes No No No No
T3 Yes Yes No No ENA
T3a Yes Yes No No ENA
u-xtb1.metal Yes Yes No No ENA
X1 No No SSD Yes ENA
X1e No No SSD * Yes ENA
z1d No Yes NVMe * Yes ENA

* The root device volume must be an Amazon EBS volume.

The following table summarizes the networking and storage features supported by previous generation
instance types.

Instance store Placement group Enhanced networking
c3 SSD Yes Intel 82599 VF
G2 SSD Yes No
12 SSD Yes Intel 82599 VF
M3 SSD No No
R3 SSD Yes Intel 82599 VF

Instance Limits

There is a limit on the total number of instances that you can launch in a region, and there are additional
limits on some instance types.

For more information about the default limits, see How many instances can | run in Amazon EC2?

For more information about viewing your current limits or requesting an increase in your current limits,
see Amazon EC2 Service Limits (p. 985).
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General Purpose Instances

General purpose instances provide a balance of compute, memory, and networking resources, and can be
used for a variety of workloads.

A1 Instances

A1 instances are ideally suited for scale-out workloads that are supported by the Arm ecosystem. These
instances are well-suited for the following applications:

« Web servers

« Containerized microservices

« Caching fleets

« Distributed data stores

« Applications that require the Arm instruction set

For more information, see Amazon EC2 A1 Instances.
M5, M5a, M5ad, and M5d Instances

These instances provide an ideal cloud infrastructure, offering a balance of compute, memory, and
networking resources for a broad range of applications that are deployed in the cloud. M5 instances are
well-suited for the following applications:

« Web and application servers
« Small and medium databases
« Gaming servers

« Caching fleets

« Running backend servers for SAP, Microsoft SharePoint, cluster computing, and other enterprise
applications

m5.metal and m5d.metal instances provide your applications with direct access to physical resources of
the host server, such as processors and memory. These instances are well suited for the following:

« Workloads that require access to low-level hardware features (for example, Intel VT) that are not
available or fully supported in virtualized environments

« Applications that require a non-virtualized environment for licensing or support

For more information, see Amazon EC2 M5 Instances.
T2, T3, and T3a Instances

These instances provide a baseline level of CPU performance with the ability to burst to a higher level
when required by your workload. An Unlimited instance can sustain high CPU performance for any
period of time whenever required. For more information, see Burstable Performance Instances (p. 187).
These instances are well-suited for the following applications:

» Websites and web applications

« Code repositories

« Development, build, test, and staging environments
« Microservices

For more information, see Amazon EC2 T2 Instances and Amazon EC2 T3 Instances.
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Hardware Specifications

The following is a summary of the hardware specifications for general purpose instances.

Instance type Default vCPUs Memory (GiB)
al.medium 1 2
al.large 2 4
al.xlarge 4 8
al.2xlarge 8 16
al.4xlarge 16 32
m4.large 2 8
m4.xlarge 4 16
m4.2xlarge 8 32
m4.4xlarge 16 64
m4.10xlarge 40 160
m4.lé6xlarge 64 256
m5.large 2 8
m5.xlarge 4 16
m5.2xlarge 8 32
m5.4xlarge 16 64
m5.8xlarge 32 128
m5.12xlarge 48 192
m5.16xlarge 64 256
m5.24xlarge 96 384
m5.metal 96 384
m5a.large 2 8
m5a.xlarge 4 16
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Instance type Default vCPUs Memory (GiB)
m5a.2xlarge 8 32
m5a.4xlarge 16 64
m5a.8xlarge 32 128
m5a.12xlarge 48 192
m5a.l6xlarge 64 256
m5a.24xlarge 96 384
m5ad.large 2 8
m5ad.xlarge 4 16
m5ad.2xlarge 8 32
m5ad.4xlarge 16 64
m5ad.l2xlarge 48 192
m5ad.24xlarge 96 384
m5d. large 2 8
m5d.xlarge 4 16
m5d.2xlarge 8 32
m5d.4xlarge 16 64
m5d.8xlarge 32 128
m5d.12xlarge 48 192
m5d.1l6xlarge 64 256
m5d.24xlarge 96 384
m5d.metal 96 384
t2.nano 1 0.5
t2.micro 1 1
t2.small 1 2
t2.medium 2 4
t2.large 2 8
t2.xlarge 4 16
t2.2xlarge 8 32
t3.nano 2 0.5
t3.micro 2 1
t3.small 2 2
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Instance type Default vCPUs Memory (GiB)
t3.medium 2 4
t3.large 2 8
t3.xlarge 4 16
t3.2xlarge 8 32
t3a.nano 2 0.5
t3a.micro 2 1
t3a.small 2 2
t3a.medium 2 4
t3a.large 2 8
t3a.xlarge 4 16
t3a.2xlarge 8 32

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

For more information about specifying CPU options, see Optimizing CPU Options (p. 507).

Instance Performance

EBS-optimized instances enable you to get consistently high performance for your EBS volumes by
eliminating contention between Amazon EBS 1/0 and other network traffic from your instance. Some
general purpose instances are EBS-optimized by default at no additional cost. For more information, see
Amazon EBS-Optimized Instances (p. 895).

Some general purpose instance types provide the ability to control processor C-states and P-states on
Linux. C-states control the sleep levels that a core can enter when it is inactive, while P-states control the
desired performance (in CPU frequency) from a core. For more information, see Processor State Control
for Your EC2 Instance (p. 497).

Network Performance

You can enable enhanced networking capabilities on supported instance types. Enhanced networking
provides significantly higher packet-per-second (PPS) performance, lower network jitter, and lower
latencies. For more information, see Enhanced Networking on Linux (p. 729).

Instance types that use the Elastic Network Adapter (ENA) for enhanced networking deliver high packet
per second performance with consistently low latencies. Most applications do not consistently need

a high level of network performance, but can benefit from having access to increased bandwidth

when they send or receive data. Instance sizes that use the ENA and are documented with network
performance of "Up to 10 Gbps" or "Up to 25 Gbps" use a network I/O credit mechanism to allocate
network bandwidth to instances based on average bandwidth utilization. These instances accrue credits
when their network bandwidth is below their baseline limits, and can use these credits when they
perform network data transfers.

The following is a summary of network performance for general purpose instances that support
enhanced networking.
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Instance type

Network performance

t2.nano | t2.micro |
t2.small | t2.medium |
t2.large | t2.xlarge |
t2.2xlarge

t3.nano | t3.micro|
t3.small | t3.medium |
t3.large| t3.xlarge |
t3.2xlarge | t3a.nano |
t3a.micro|t3a.small |
t3a.medium| t3a.large |
t3a.xlarge | t3a.2xlarge

m4.large

m4.xlarge |m4.2xlarge |
m4.4xlarge

al.medium|al.large |
al.xlarge|al.2xlarge

| al.4xlarge | m5.1large |
m5.xlarge | m5.2xlarge |
m5.4xlarge | m5a.large |
m5a.xlarge | m5a.2xlarge |
m5a.4xlarge |m5a.8xlarge
|m5ad.large | m5ad.xlarge
| m5ad.2xlarge |
m5ad.4xlarge |m5d.large |
m5d.xlarge | m5d.2xlarge |
m5d.4xlarge

m4.10xlarge

m5.8xlarge | m5.12xlarge
|m5a.12xlarge |
m5ad.12xlarge |
m5d.8xlarge | m5d.12xlarge

m5a.l6xlarge |
m5ad.léxlarge

m5.16xlarge | m5a.24xlarge
| m5ad.24xlarge |
m5d.1l6xlarge

m4.lé6xlarge |m5.24xlarge
| m5.metal | m5d.24xlarge |
m5d.metal

SSD 1/0 Performance

Up to 1 Gbps

Up to 5 Gbps

Moderate

High

Up to 10 Gbps

10 Gbps
10 Gbps

12 Gbps

20 Gbps

25 Gbps

Enhanced networking

ENA (p. 730)

Intel 82599 VF (p. 742)

Intel 82599 VF (p. 742)

ENA (p. 730)

Intel 82599 VF (p. 742)

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

If you use a Linux AMI with kernel version 4.4 or later and use all the SSD-based instance store volumes
available to your instance, you get the IOPS (4,096 byte block size) performance listed in the following
table (at queue depth saturation). Otherwise, you get lower IOPS performance.
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Instance Size 100% Random Read IOPS Write IOPS
m5ad.large * 30,000 15,000
m5ad.xlarge * 59,000 29,000
m5ad.2xlarge * 117,000 57,000
m5ad.4xlarge * 234,000 114,000
m5ad.1l2xlarge 700,000 340,000
m5ad.24xlarge 1,400,000 680,000
m5d.large * 30,000 15,000
m5d.xlarge * 59,000 29,000
m5d.2xlarge * 117,000 57,000
m5d.4xlarge * 234,000 114,000
m5d.8xlarge 466,666 233,333
m5d.12xlarge 700,000 340,000
m5d.1l6xlarge 933,333 466,666
m5d.24xlarge 1,400,000 680,000
m5d.metal 1,400,000 680,000

* For these instances, you can get up to the specified performance.

As you fill the SSD-based instance store volumes for your instance, the number of write IOPS that

you can achieve decreases. This is due to the extra work the SSD controller must do to find available
space, rewrite existing data, and erase unused space so that it can be rewritten. This process of
garbage collection results in internal write amplification to the SSD, expressed as the ratio of SSD write
operations to user write operations. This decrease in performance is even larger if the write operations
are not in multiples of 4,096 bytes or not aligned to a 4,096-byte boundary. If you write a smaller
amount of bytes or bytes that are not aligned, the SSD controller must read the surrounding data and
store the result in a new location. This pattern results in significantly increased write amplification,
increased latency, and dramatically reduced I/O performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an instance don't have any space reserved for over-provisioning. To reduce write
amplification, we recommend that you leave 10% of the volume unpartitioned so that the SSD controller
can use it for over-provisioning. This decreases the storage that you can use, but increases performance
even if the disk is close to full capacity.

For instance store volumes that support TRIM, you can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
free space, which can reduce write amplification and increase performance. For more information, see
Instance Store Volume TRIM Support (p. 945).

Instance Features

The following is a summary of features for general purpose instances:
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EBS only NVMe EBS Instance store Placement group
A1l Yes Yes No Yes
M4 Yes No No Yes
M5 Yes Yes No Yes
M5a Yes Yes No Yes
M5ad No Yes NVMe * Yes
M5d No Yes NVMe * Yes
T2 Yes No No No
T3 Yes Yes No No
T3a Yes Yes No No

* The root device volume must be an Amazon EBS volume.
For more information, see the following:

« Amazon EBS and NVMe on Linux Instances (p. 892)
o Amazon EC2 Instance Store (p. 936)
« Placement Groups (p. 764)

Release Notes

o M5, M5d, and T3 instances feature a 3.1 GHz Intel Xeon Platinum 8000 series processor.
« M5a, M5ad, and T3a instances feature a 2.5 GHz AMD EPYC 7000 series processor.
« A1 instances feature a 2.3 GHz AWS Graviton processor based on 64-bit Arm architecture.

o M4, M5, M53, M5ad, M5d, t2.large and larger, and t3.1large and larger, and t3a.large and larger
instance types require 64-bit HYM AMis. They have high-memory, and require a 64-bit operating
system to take advantage of that capacity. HYM AMIs provide superior performance in comparison to
paravirtual (PV) AMIs on high-memory instance types. In addition, you must use an HVM AMI to take
advantage of enhanced networking.

« A1 instances have the following requirements:
« Must have the NVMe drivers installed. EBS volumes are exposed as NVMe block devices (p. 892).
« Must have the Elastic Network Adapter (ENA (p. 730)) drivers installed.
« Must use an AMI for the 64-bit Arm architecture.
« Must support booting through UEFI with ACPI tables and support ACPI hot-plug of PCl devices.

The following AMIs meet these requirements:
« Amazon Linux 2 (64-bit Arm)
« Ubuntu 16.04 or later (64-bit Arm)
« Red Hat Enterprise Linux 7.6 or later (64-bit Arm)
o SUSE Linux Enterprise Server 15 or later (64-bit Arm)
« M5, M53, M5ad, M5d, T3, and T3a instances have the following requirements:
« NVMe drivers must be installed. EBS volumes are exposed as NVMe block devices (p. 892).
« Elastic Network Adapter (ENA (p. 730)) drivers must be installed.
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The following AMIs meet these requirements:

« Amazon Linux 2

« Amazon Linux AMI 2018.03

o Ubuntu 14.04 or later

« Red Hat Enterprise Linux 7.4 or later

o SUSE Linux Enterprise Server 12 SP2 or later
o CentOS 7 or later

» FreeBSD 11.1 or later

« A1, M5, M5a, M5ad, M5d, T3, and T3a instances support a maximum of 28 attachments, including
network interfaces, EBS volumes, and NVMe instance store volumes. Every instance has at least one
network interface attachment. For example, if you have no additional network interface attachments
on an EBS-only instance, you could attach 27 EBS volumes to that instance.

« Launching a bare metal instance boots the underlying server, which includes verifying all hardware and
firmware components. This means that it can take 20 minutes from the time the instance enters the
running state until it becomes available over the network.

« To attach or detach EBS volumes or secondary network interfaces from a bare metal instance requires
PCle native hotplug support. Amazon Linux 2 and the latest versions of the Amazon Linux AMI
support PCle native hotplug, but earlier versions do not. You must enable the following Linux kernel
configuration options:

CONFIG_HOTPLUG_PCI_PCIE=y
CONFIG_PCIEASPM=y

« Bare metal instances use a PCl-based serial device rather than an I/O port-based serial device. The
upstream Linux kernel and the latest Amazon Linux AMIs support this device. Bare metal instances also
provide an ACPI SPCR table to enable the system to automatically use the PCl-based serial device. The
latest Windows AMIs automatically use the PCl-based serial device.

« A1, M5, M5a, M5ad, M5d, T3, and T3a instances should have system-logind or acpid installed to
support clean shutdown through API requests.

« There is a limit on the total number of instances that you can launch in a region, and there are
additional limits on some instance types. For more information, see How many instances can | run in
Amazon EC2?. To request a limit increase, use the Amazon EC2 Instance Request Form.

Burstable Performance Instances

Burstable performance instances, which are T3, T3a, and T2 instances, are designed to provide a
baseline level of CPU performance with the ability to burst to a higher level when required by your
workload. Burstable performance instances are well suited for a wide range of general-purpose
applications. Examples include microservices, low-latency interactive applications, small and medium
databases, virtual desktops, development, build, and stage environments, code repositories, and product
prototypes.

Burstable performance instances are the only instance types that use credits for CPU usage. For more
information about instance pricing and additional hardware details, see Amazon EC2 Pricing and Amazon
EC2 Instance Types.

If your account is less than 12 months old, you can use a t2.micro instance for free within certain usage
limits. For more information, see AWS Free Tier.

Contents
« Burstable Performance Instance Requirements (p. 188)
 Best Practices (p. 188)
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o CPU Credits and Baseline Performance for Burstable Performance Instances (p. 188)
« Unlimited Mode for Burstable Performance Instances (p. 191)

« Standard Mode for Burstable Performance Instances (p. 198)

» Working with Burstable Performance Instances (p. 209)

« Monitoring Your CPU Credits (p. 213)

Burstable Performance Instance Requirements

The following are the requirements for these instances:

« These instances are available as On-Demand Instances, Reserved Instances, and Spot Instances, but
not as Scheduled Instances or Dedicated Instances. They are also not supported on a Dedicated Host.
For more information, see Instance Purchasing Options (p. 249).

« Ensure that the instance size you choose passes the minimum memory requirements of your operating
system and applications. Operating systems with graphical user interfaces that consume significant
memory and CPU resources (for example, Windows) might require a t2.micro or larger instance size
for many use cases. As the memory and CPU requirements of your workload grow over time, you can
scale to larger instance sizes of the same instance type, or another instance type.

« For additional requirements, see General Purpose Instances Release Notes (p. 186).

Best Practices

Follow these best practices to get the maximum benefit from burstable performance instances.

« Use a recommended AMI - Use an AMI that provides the required drivers. For more information, see
Release Notes (p. 186).

« Turn on instance recovery — Create a CloudWatch alarm that monitors an EC2 instance and
automatically recovers it if it becomes impaired for any reason. For more information, see Adding
Recover Actions to Amazon CloudWatch Alarms (p. 585).

CPU Credits and Baseline Performance for Burstable Performance Instances

Traditional Amazon EC2 instance types provide fixed performance, while burstable performance
instances provide a baseline level of CPU performance with the ability to burst above that baseline level.
The baseline performance and ability to burst are governed by CPU credits. A CPU credit provides the
performance of a full CPU core for one minute.

Contents
« CPU Credits (p. 188)
« Baseline Performance (p. 191)

CPU Credits

One CPU credit is equal to one vCPU running at 100% utilization for one minute. Other combinations of
number of vCPUs, utilization, and time can also equate to one CPU credit. For example, one CPU credit is
equal to one vCPU running at 50% utilization for two minutes, or two vCPUs running at 25% utilization
for two minutes.

Earning CPU Credits

Each burstable performance instance continuously earns (at a millisecond-level resolution) a set rate
of CPU credits per hour, depending on the instance size. The accounting process for whether credits
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are accrued or spent also happens at a millisecond-level resolution, so you don't have to worry about
overspending CPU credits; a short burst of CPU uses a small fraction of a CPU credit.

If a burstable performance instance uses fewer CPU resources than is required for baseline performance
(such as when it is idle), the unspent CPU credits are accrued in the CPU credit balance. If a burstable
performance instance needs to burst above the baseline performance level, it spends the accrued credits.
The more credits that a burstable performance instance has accrued, the more time it can burst beyond
its baseline when more performance is needed.

The following table lists the burstable performance instance types, the rate at which CPU credits are
earned per hour, the maximum number of earned CPU credits that an instance can accrue, the number of
vCPUs per instance, and the baseline performance level as a percentage of a full core performance (using
a single vCPU).

Instance type CPU credits Maximum earned vCPUs | Baseline performance
earned per hour credits that can per vCPU
be accrued*

t2.nano 3 72 1 5%
t2.micro 6 144 1 10%
t2.small 12 288 1 20%
t2.medium 24 576 2 20%**
t2.large 36 864 2 30%**
t2.xlarge 54 1296 4 22.5%**
t2.2xlarge 81.6 1958.4 8 17%**
t3.nano 6 144 2 5%**
t3.micro 12 288 2 10%**
t3.small 24 576 2 20%**
t3.medium 24 576 2 20%**
t3.large 36 864 2 30%**
t3.xlarge 96 2304 4 40%**
t3.2xlarge 192 4608 8 40%**
t3a.nano 6 144 2 5%**
t3a.micro 12 288 2 10%**
t3a.small 24 576 2 20%**
t3a.medium 24 576 2 20%**
t3a.large 36 864 2 30%**
t3a.xlarge 96 2304 4 40%**
t3a.2xlarge 192 4608 8 40%**
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* The number of credits that can be accrued is equivalent to the number of credits that can be earned
in a 24-hour period.

** The baseline performance in the table is per vCPU. For instance sizes that have more than one vCPU,
to calculate the baseline CPU utilization for the instance, multiply the vCPU percentage by the number
of vCPUs. For example, a t3.large instance has two vCPUs, which provide a baseline CPU utilization
for the instance of 60% (2 vCPUs x 30% baseline performance of one vCPU). In CloudWatch, CPU
utilization is shown per vCPU. Therefore, the CPU utilization for a t3. large instance operating at the
baseline performance is shown as 30% in CloudWatch CPU metrics.

CPU Credit Earn Rate

The number of CPU credits earned per hour is determined by the instance size. For example, a t3.nano
earns six credits per hour, while a t3.small earns 24 credits per hour. The preceding table lists the
credit earn rate for all instances.

CPU Credit Accrual Limit

While earned credits never expire on a running instance, there is a limit to the number of earned credits
that an instance can accrue. The limit is determined by the CPU credit balance limit. After the limit is
reached, any new credits that are earned are discarded, as indicated by the following image. The full
bucket indicates the CPU credit balance limit, and the spillover indicates the newly earned credits that
exceed the limit.

Credits earned at
l constant rate determined

by instance size
Credits earned
above the maximum
do not accrue

CPUCreditBalance

CPUCreditUsage
(credits used for CPU
utilization above 0)

The CPU credit balance limit differs for each instance size. For example, a t3.micro instance can accrue
a maximum of 288 earned CPU credits in the CPU credit balance. The preceding table lists the maximum
number of earned credits that each instance can accrue.

Note

T2 Standard instances also earn launch credits. Launch credits do not count towards the CPU
credit balance limit. If a T2 instance has not spent its launch credits, and remains idle over a 24-
hour period while accruing earned credits, its CPU credit balance appears as over the limit. For
more information, see Launch Credits (p. 199).

T3 and T3a instances do not earn launch credits. These instances launch as unlimited by
default, and therefore can burst immediately upon start without any launch credits.

Accrued CPU Credits Life Span
CPU credits on a running instance do not expire.

For T3 and T3a, the CPU credit balance persists for seven days after an instance stops and the credits are
lost thereafter. If you start the instance within seven days, no credits are lost.

For T2, the CPU credit balance does not persist between instance stops and starts. If you stop a T2
instance, the instance loses all its accrued credits.

For more information, see CPUCreditBalance in the CloudWatch metrics table (p. 214).
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Baseline Performance

The number of credits that an instance earns per hour can be expressed as a percentage of CPU
utilization. It is known as the baseline performance, and sometimes just as the baseline. For example, a
t3.nano instance, with two vCPUs, earns six credits per hour, resulting in a baseline performance of 5%
(3/60 minutes) per vCPU. A t3.x1large instance, with four vCPUs, earns 96 credits per hour, resulting in
a baseline performance of 40% (24/60 minutes) per vCPU.

Unlimited Mode for Burstable Performance Instances

A burstable performance instance configured as unlimited can sustain high CPU performance for any
period of time whenever required. The hourly instance price automatically covers all CPU usage spikes
if the average CPU utilization of the instance is at or below the baseline over a rolling 24-hour period or
the instance lifetime, whichever is shorter.

For the vast majority of general-purpose workloads, instances configured as unlimited provide
ample performance without any additional charges. If the instance runs at higher CPU utilization for a
prolonged period, it can do so for a flat additional rate per vCPU-hour. For information about instance
pricing, see Amazon EC2 Pricing and the section for Unlimited pricing in Amazon EC2 On-Demand
Pricing.

Important

If you use a t2.micro instance under the AWS Free Tier offer and configure it as unlimited,
charges may apply if your average utilization over a rolling 24-hour period exceeds the baseline
of the instance.

Contents
« Unlimited Mode Concepts (p. 191)
« Examples: Unlimited Mode (p. 195)

Unlimited Mode Concepts

The unlimited mode is a credit configuration option for burstable performance instances. It can be
enabled or disabled at any time for a running or stopped instance.

Note
T3 and T3a instances are launched as unlimited by default. T2 instances are launched as
standard by default.

How Unlimited Burstable Performance Instances Work

If a burstable performance instance configured as unlimited depletes its CPU credit balance, it can
spend surplus credits to burst beyond the baseline. When its CPU utilization falls below the baseline,

it uses the CPU credits that it earns to pay down the surplus credits that it spent earlier. The ability to
earn CPU credits to pay down surplus credits enables Amazon EC2 to average the CPU utilization of an
instance over a 24-hour period. If the average CPU usage over a 24-hour period exceeds the baseline, the
instance is billed for the additional usage at a flat additional rate per vCPU-hour.

The following graph shows the CPU usage of a t3.large. The baseline CPU utilization for a t3.large
is 30%. If the instance runs at 30% CPU utilization or less on average over a 24-hour period, there is

no additional charge because the cost is already covered by the instance hourly price. However, if the
instance runs at 40% CPU utilization on average over a 24-hour period, as shown in the graph, the
instance is billed for the additional 10% CPU usage at a flat additional rate per vCPU-hour.
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For more information about the baseline performance per vCPU for each instance type and how many
credits each instance type earns, see the credit table (p. 189).

When to Use Unlimited Mode vs Fixed CPU

When determining whether you should use a burstable performance instance in unlimited mode,
such as a T3, or a fixed performance instance, such as an M5, you need to determine the breakeven CPU
usage. The breakeven CPU usage for a burstable performance instance is the point at which a burstable
performance instance costs the same as a fixed performance instance. The breakeven CPU usage helps
you determine the following:

« If the average CPU usage over a 24-hour period is at or below the breakeven CPU usage, use a
burstable performance instance in unlimited mode so that you can benefit from the lower price of a
burstable performance instance while getting the same performance as a fixed performance instance.

« If the average CPU usage over a 24-hour period is above the breakeven CPU usage, the burstable
performance instance will cost more than the equivalently-sized fixed performance instance. If a T3
instance continuously bursts at 100% CPU, you end up paying approximately 1.5 times the price of an
equivalently-sized M5 instance.

The following graph shows the breakeven CPU usage point where a t3.large costs the same as an
m5.large. The breakeven CPU usage point for a t3.large is 42.5%. If the average CPU usage is at
42.5%, the cost of running the t3.large is the same as anm5.large, and is more expensive if the
average CPU usage is above 42.5%. If the workload needs less than 42.5% average CPU usage, you can
benefit from the lower price of the t3.large while getting the same performance as anm5.large.
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The following table shows how to calculate the breakeven CPU usage threshold so that you can

determine when it's less expensive to use a burstable performance instance in unlimited mode or a

fixed performance instance. The columns in the table are labeled A through K.

Instance vCPUs T3 M5 Price T3 Charge Charge AdditionaAdditiona8Breakeven
type price*/ price*/ differencebaseline per per burst CPU% CPU%
hour hour performani vVCPU vCPU minutes available
per hour minute available
vCPU for per
(%) surplus vCPU
credits

A B @ D E= F G H= I = J=(/ K=
D-C G/60 E/H 60)/B F+)J

t3.large 2 $0.0835 $0.096 $0.0125 30% $0.05 $0.000833 15 12.5%

* Price is based on us-east-1 and Linux OS.

The table provides the following information:

o Column A shows the instance type, t3.large.

o Column B shows the number of vCPUs for the t3.1large.

o Column C shows the price of a t3.1arge per hour.

o Column D shows the price of an m5. 1large per hour.

o Column E shows the price difference between the t3.large and them5. large.

42.5%

o Column F shows the baseline performance per vCPU of the t3. large, which is 30%. At the baseline,

the hourly cost of the instance covers the cost of the CPU usage.

« Column G shows the flat additional rate per vCPU-hour that an instance is charged if it bursts at 100%

CPU after it has depleted its earned credits.

o Column H shows the flat additional rate per vCPU-minute that an instance is charged if it bursts at

100% CPU after it has depleted its earned credits.

193



Amazon Elastic Compute Cloud
User Guide for Linux Instances
General Purpose Instances

« Column I shows the number of additional minutes that the t3.1large can burst per hour at 100% CPU
while paying the same price per hour as anm5. large.

o Column J shows the additional CPU usage (in %) over baseline that the instance can burst while paying
the same price per hour as anm5. large.

« Column K shows the breakeven CPU usage (in %) that the t3. large can burst without paying more
than the m5. large. Anything above this, and the t3. large costs more than the m5.1large.

The following table shows the breakeven CPU usage (in %) for T3 instance types compared to the
similarly-sized M5 instance types.

T3 instance type Breakeven CPU usage (in %) for T3 compared to
M5

t3.large 42.5%

t3.xlarge 52.5%

t3.2xlarge 52.5%

Surplus Credits Can Incur Charges

If the average CPU utilization of an instance is at or below the baseline, the instance incurs no additional
charges. Because an instance earns a maximum number of credits (p. 189) in a 24-hour period (for
example, a t3.micro instance can earn a maximum of 288 credits in a 24-hour period), it can spend
surplus credits up to that maximum without being charged.

However, if CPU utilization stays above the baseline, the instance cannot earn enough credits to pay
down the surplus credits that it has spent. The surplus credits that are not paid down are charged at a
flat additional rate per vCPU-hour.

Surplus credits that were spent earlier are charged when any of the following occurs:

« The spent surplus credits exceed the maximum number of credits (p. 189) the instance can earnin a
24-hour period. Spent surplus credits above the maximum are charged at the end of the hour.

« The instance is stopped or terminated.

e The instance is switched from unlimited to standard.

Spent surplus credits are tracked by the CloudWatch metric CPUSurplusCreditBalance. Surplus
credits that are charged are tracked by the CloudWatch metric CPUSurplusCreditsCharged. For more
information, see Additional CloudWatch Metrics for Burstable Performance Instances (p. 213).

No Launch Credits for T2 Unlimited

T2 Standard instances receive launch credits (p. 199), but T2 Unlimited instances do not. A T2
Unlimited instance can burst beyond the baseline at any time with no additional charge, as long as
its average CPU utilization is at or below the baseline over a rolling 24-hour window or its lifetime,
whichever is shorter. As such, T2 Unlimited instances do not require launch credits to achieve high
performance immediately after launch.

If a T2 instance is switched from standard to unlimited, any accrued launch credits are removed from
the CPUCreditBalance before the remaining CPUCreditBalance is carried over.

Note
T3 and T3a instances never receive launch credits.
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Enabling Unlimited Mode

T3 and T3a instances launch as unlimited by default. T2 instances launch as standard by default, but
you can enable unlimited at launch.

You can switch from unlimited to standard, and from standard to unlimited, at any time on a
running or stopped instance. For more information, see Launching a Burstable Performance Instance
as Unlimited or Standard (p. 210) and Modifying the Credit Specification of a Burstable Performance
Instance (p. 212).

You can check whether your burstable performance instance is configured as unlimited or standard
using the Amazon EC2 console or the AWS CLI. For more information, see Viewing the Credit
Specification of a Burstable Performance Instance (p. 212).

What Happens to Credits when Switching between Unlimited and Standard

CPUCreditBalance is a CloudWatch metric that tracks the number of credits accrued by an instance.
CPUSurplusCreditBalance is a CloudWatch metric that tracks the number of surplus credits spent by
an instance.

When you change an instance configured as unlimited to standard, the following occurs:

« The cPUCreditBalance value remains unchanged and is carried over.
o The CPUSurplusCreditBalance value is immediately charged.

When a standard instance is switched to unlimited, the following occurs:

« The cPUCreditBalance value containing accrued earned credits is carried over.

« For T2 Standard instances, any launch credits are removed from the CPUCreditBalance value, and
the remaining CPUCreditBalance value containing accrued earned credits is carried over.

Monitoring Credit Usage

To see if your instance is spending more credits than the baseline provides, you can use CloudWatch
metrics to track usage, and you can set up hourly alarms to be notified of credit usage. For more
information, see Monitoring Your CPU Credits (p. 213).

Examples: Unlimited Mode
The following examples explain credit use for instances that are configured as unlimited.

Examples
» Example 1: Explaining Credit Use with T3 Unlimited (p. 195)
o Example 2: Explaining Credit Use with T2 Unlimited (p. 197)

Example 1: Explaining Credit Use with T3 Unlimited

In this example, you see the CPU utilization of a t3.nano instance launched as unlimited, and how it
spends earned and surplus credits to sustain CPU performance.

A t3.nano instance earns 144 CPU credits over a rolling 24-hour period, which it can redeem for 144
minutes of vCPU use. When it depletes its CPU credit balance (represented by the CloudWatch metric
CPUCreditBalance), it can spend surplus CPU credits—that it has not yet earned—to burst for as long
as it needs. Because a t3.nano instance earns a maximum of 144 credits in a 24-hour period, it can
spend surplus credits up to that maximum without being charged immediately. If it spends more than
144 CPU credits, it is charged for the difference at the end of the hour.
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The intent of the example, illustrated by the following graph, is to show how an instance can burst using
surplus credits even after it depletes its CPUCreditBalance. The following workflow references the
numbered points on the graph:

P1 - At 0 hours on the graph, the instance is launched as unlimited and immediately begins to earn
credits. The instance remains idle from the time it is launched—CPU utilization is 0% —and no credits are
spent. All unspent credits are accrued in the credit balance. For the first 24 hours, CPUCreditUsage is at
0, and the cPUCreditBalance value reaches its maximum of 144.

P2 - For the next 12 hours, CPU utilization is at 2.5%, which is below the 5% baseline. The instance
earns more credits than it spends, but the cPUCreditBalance value cannot exceed its maximum of 144
credits.

P3 - For the next 24 hours, CPU utilization is at 7% (above the baseline), which requires a spend of 57.6
credits. The instance spends more credits than it earns, and the CPUCreditBalance value reduces to
86.4 credits.

P4 - For the next 12 hours, CPU utilization decreases to 2.5% (below the baseline), which requires a
spend of 36 credits. In the same time, the instance earns 72 credits. The instance earns more credits than
it spends, and the cPUCreditBalance value increases to 122 credits.

P5 - For the next 5 hours, the instance bursts at 100% CPU utilization, and spends a total of 570 credits
to sustain the burst. About an hour into this period, the instance depletes its entire CPUCreditBalance
of 122 credits, and starts to spend surplus credits to sustain the high CPU performance, totaling 448
surplus credits in this period (570-122=448). When the CPUSurplusCreditBalance value reaches

144 CPU credits (the maximum a t3.nano instance can earn in a 24-hour period), any surplus credits
spent thereafter cannot be offset by earned credits. The surplus credits spent thereafter amounts to 304
credits (448-144=304), which results in a small additional charge at the end of the hour for 304 credits.

P6 - For the next 13 hours, CPU utilization is at 5% (the baseline). The instance earns as
many credits as it spends, with no excess to pay down the CPUSurplusCreditBalance. The
CPUSurplusCreditBalance value remains at 144 credits.

P7 - For the last 24 hours in this example, the instance is idle and CPU utilization is 0%. During this time,
the instance earns 144 credits, which it uses to pay down the CPUSurplusCreditBalance.
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Example 2: Explaining Credit Use with T2 Unlimited

In this example, you see the CPU utilization of a t2.nano instance launched as unlimited, and how it
spends earned and surplus credits to sustain CPU performance.

A t2.nano instance earns 72 CPU credits over a rolling 24-hour period, which it can redeem for 72
minutes of vCPU use. When it depletes its CPU credit balance (represented by the CloudWatch metric
CPUCreditBalance), it can spend surplus CPU credits—that it has not yet earned—to burst for as long
as it needs. Because a t2.nano instance earns a maximum of 72 credits in a 24-hour period, it can spend
surplus credits up to that maximum without being charged immediately. If it spends more than 72 CPU
credits, it is charged for the difference at the end of the hour.

The intent of the example, illustrated by the following graph, is to show how an instance can burst using
surplus credits even after it depletes its CPUCreditBalance. You can assume that, at the start of the
time line in the graph, the instance has an accrued credit balance equal to the maximum number of
credits it can earn in 24 hours. The following workflow references the numbered points on the graph:

1 -In the first 10 minutes, CPUCreditUsage is at 0, and the CPUCreditBalance value remains at its
maximum of 72.

2 - At 23:40, as CPU utilization increases, the instance spends CPU credits and the CPUCreditBalance
value decreases.

3 — At around 00:47, the instance depletes its entire CPUCreditBalance, and starts to spend surplus
credits to sustain high CPU performance.

4 - Surplus credits are spent until 01:55, when the CPUSurplusCreditBalance value reaches 72 CPU
credits. This is equal to the maximum a t2.nano instance can earn in a 24-hour period. Any surplus
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credits spent thereafter cannot be offset by earned credits within the 24-hour period, which results in a
small additional charge at the end of the hour.

5 — The instance continues to spend surplus credits until around 02:20. At this time, CPU utilization
falls below the baseline, and the instance starts to earn credits at 3 credits per hour (or 0.25
credits every 5 minutes), which it uses to pay down the CPUSurplusCreditBalance. After the
CPUSurplusCreditBalance value reduces to 0, the instance starts to accrue earned credits in its
CPUCreditBalance at 0.25 credits every 5 minutes.

1 2 3

2330 Z335 2340 2345 2350 2355 0000 0005 OO0 005 O0:20 O0:25 0030 00:35 0040 0O45 00:B0 0055 01:00 01:06 0110 0116 01:20 01:25 01:30 01:358 0140 0145 0150 0165 0200 0205 02

@ CPUCreditBalance @ CPUSwplusCreditBalance

All metrics Graphed metrics (4) Graph options

Label Details Statistic@
@ CPUCrdiBaance EC2 * Instanceld:|-0aa4b348d7eb37déb * CPUCreditBalance Maximum

CPUCreditUsage EC2 * Instanceld:i-0aa4b848d7eb37déb * CPUCreditUsage Maximum
@  CPUSurplusCreditBalance EC2 * Instanceld:i-0aa4b848d7eb37dEb * CPUSurplusCreditBalance Maximum
@  CPUSurplusCreditsCharged EC2 * Instanceld:i-0aa4b348d7eb37déb * CPUSurplusCreditsCharged Maximum

Calculating the Bill

Surplus credits cost $0.05 per vCPU-hour. The instance spent approximately 25 surplus credits between
01:55 and 02:20, which is equivalent to 0.42 vCPU-hours.

Additional charges for this instance are 0.42 vCPU-hours x $0.05/vCPU-hour = $0.021, rounded to $0.02.

Here is the month-end bill for this T2 Unlimited instance:

Amazon Elastic Compute Cloud running Linux/UNIX
$0.0058 per On Demand Linux t2.nano Instance Hour 720.000 Hrs $4.18

‘Amazon Elastic Compute Cloud T2 CPU Credits
$0.05 per vCPU-Hour of T2 CPU credits 0.420 vCPU-Hours $0.02

You can set billing alerts to be notified every hour of any accruing charges, and take action if required.
Standard Mode for Burstable Performance Instances

A burstable performance instance configured as standard is suited to workloads with an average

CPU utilization that is consistently below the baseline performance of the instance. To burst above

the baseline, the instance spends credits that it has accrued in its CPU credit balance. If the instance is
running low on accrued credits, performance is gradually lowered to the baseline performance level, so

198

Period @
5 Minutes
5 Minutes
5 Minutes

5 Minutes

CPUCH



Amazon Elastic Compute Cloud
User Guide for Linux Instances
General Purpose Instances

that the instance does not experience a sharp performance drop-off when its accrued CPU credit balance
is depleted. For more information, see CPU Credits and Baseline Performance for Burstable Performance
Instances (p. 188).

Contents
« Standard Mode Concepts (p. 199)
o Examples: Standard Mode (p. 201)

Standard Mode Concepts

The standard mode is a configuration option for burstable performance instances. It can be enabled or
disabled at any time for a running or stopped instance.

Note
T3 and T3a instances are launched as unlimited by default. T2 instances are launched as
standard by default.

How Standard Burstable Performance Instances Work

When a burstable performance instance configured as standard is in a running state, it continuously
earns (at a millisecond-level resolution) a set rate of earned credits per hour. For T2 Standard, when

the instance is stopped, it loses all its accrued credits, and its credit balance is reset to zero. When it is
restarted, it receives a new set of launch credits, and begins to accrue earned credits. For T3 and T3a
Standard, the CPU credit balance persists for seven days after the instance stops and the credits are lost
thereafter. If you start the instance within seven days, no credits are lost.

A T2 Standard instance receives two types of CPU credits: earned credits and launch credits. When a T2
Standard instance is in a running state, it continuously earns (at a millisecond-level resolution) a set rate
of earned credits per hour. At start, it has not yet earned credits for a good startup experience; therefore,
to provide a good startup experience, it receives launch credits at start, which it spends first while it
accrues earned credits.

T3 and T3a Standard instances do not receive launch credits.
Launch Credits

T2 Standard instances get 30 launch credits per vCPU at launch or start. For example, a t2.micro
instance has one vCPU and gets 30 launch credits, while a t2.x1large instance has four vCPUs and gets
120 launch credits. Launch credits are designed to provide a good startup experience to allow instances
to burst immediately after launch before they have accrued earned credits.

Launch credits are spent first, before earned credits. Unspent launch credits are accrued in the CPU
credit balance, but do not count towards the CPU credit balance limit. For example, a t2 .micro instance
has a CPU credit balance limit of 144 earned credits. If it is launched and remains idle for 24 hours,
its CPU credit balance reaches 174 (30 launch credits + 144 earned credits), which is over the limit.
However, after the instance spends the 30 launch credits, the credit balance cannot exceed 144. For more
information about the CPU credit balance limit for each instance size, see the credit table (p. 189).

The following table lists the initial CPU credit allocation received at launch or start, and the number of
vCPUs.

Instance type Launch credits vCPUs
tl.micro 15 1
t2.nano 30 1
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Instance type
t2.micro

t2.small
t2.medium
t2.large
t2.xlarge

t2.2xlarge

Launch credits
30
30
60
60
120
240

Launch Credit Limits

vCPUs

o~ NN

There is a limit to the number of times T2 Standard instances can receive launch credits. The default limit
is 100 launches or starts of all T2 Standard instances combined per account, per Region, per rolling 24-
hour period. For example, the limit is reached when one instance is stopped and started 100 times within
a 24-hour period, or when 100 instances are launched within a 24-hour period, or other combinations
that equate to 100 starts. New accounts may have a lower limit, which increases over time based on your

usage.

Tip

To ensure that your workloads always get the performance they need, switch to Unlimited Mode
for Burstable Performance Instances (p. 191) or consider using a larger instance size.

Differences Between Launch Credits and Earned Credits

The following table lists the differences between launch credits and earned credits.

Credit earn
rate

Credit earn
limit

Credit use

Credit
expiration

Launch credits

T2 Standard instances get 30 launch
credits per vCPU at launch or start.

If a T2 instance is switched from
unlimited to standard, it does not get
launch credits at the time of switching.

The limit for receiving launch credits is
100 launches or starts of all T2 Standard
instances combined per account, per
Region, per rolling 24-hour period. New
accounts may have a lower limit, which
increases over time based on your usage.

Launch credits are spent first, before
earned credits.

When a T2 Standard instance is running,
launch credits do not expire. When a T2
Standard instance stops or is switched to
T2 Unlimited, all launch credits are lost.

Earned credits

Each T2 instance continuously earns (at
a millisecond-level resolution) a set rate
of CPU credits per hour, depending on
the instance size. For more information
about the number of CPU credits
earned per instance size, see the credit
table (p. 189).

A T2 instance cannot accrue more credits
than the CPU credit balance limit. If the
CPU credit balance has reached its limit,
any credits that are earned after the limit
is reached are discarded. Launch credits
do not count towards the limit. For more
information about the CPU credit balance
limit for each T2 instance size, see the
credit table (p. 189).

Earned credits are spent only after all
launch credits are spent.

When a T2 instance is running, earned
credits that have accrued do not expire.
When the T2 instance stops, all accrued
earned credits are lost.
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The number of accrued launch credits and accrued earned credits is tracked by the CloudWatch metric
CPUCreditBalance. For more information, see CPUCreditBalance in the CloudWatch metrics
table (p. 214).

Examples: Standard Mode

The following examples explain credit use when instances are configured as standard.

Examples
« Example 1: Explaining Credit Use with T3 Standard (p. 201)
o Example 2: Explaining Credit Use with T2 Standard (p. 202)

Example 1: Explaining Credit Use with T3 Standard

In this example, you see how a t3.nano instance launched as standard earns, accrues, and spends
earned credits. You see how the credit balance reflects the accrued earned credits.

Note
T3 and T3a instances configured as standard do not receive launch credits.

A running t3.nano instance earns 144 credits every 24 hours. Its credit balance limit is 144 earned
credits. After the limit is reached, new credits that are earned are discarded. For more information about
the number of credits that can be earned and accrued, see the credit table (p. 189).

You might launch a T3 Standard instance and use it immediately. Or, you might launch a T3 Standard
instance and leave it idle for a few days before running applications on it. Whether an instance is used or
remains idle determines if credits are spent or accrued. If an instance remains idle for 24 hours from the
time it is launched, the credit balance reaches it limit, which is the maximum number of earned credits
that can be accrued.

This example describes an instance that remains idle for 24 hours from the time it is launched, and walks
you through seven periods of time over a 96-hour period, showing the rate at which credits are earned,
accrued, spent, and discarded, and the value of the credit balance at the end of each period.

The following workflow references the numbered points on the graph:

P1 - At 0 hours on the graph, the instance is launched as standard and immediately begins to earn
credits. The instance remains idle from the time it is launched—CPU utilization is 0%—and no credits are
spent. All unspent credits are accrued in the credit balance. For the first 24 hours, CPUCreditUsage is at
0, and the cPUCreditBalance value reaches its maximum of 144.

P2 - For the next 12 hours, CPU utilization is at 2.5%, which is below the 5% baseline. The instance
earns more credits than it spends, but the CPUCreditBalance value cannot exceed its maximum of 144
credits. Any credits that are earned in excess of the limit are discarded.

P3 - For the next 24 hours, CPU utilization is at 7% (above the baseline), which requires a spend of 57.6
credits. The instance spends more credits than it earns, and the CPUCreditBalance value reduces to
86.4 credits.

P4 - For the next 12 hours, CPU utilization decreases to 2.5% (below the baseline), which requires a
spend of 36 credits. In the same time, the instance earns 72 credits. The instance earns more credits than
it spends, and the cPUCreditBalance value increases to 122 credits.

P5 - For the next two hours, the instance bursts at 100% CPU utilization, and depletes its entire
CPUCreditBalance value of 122 credits. At the end of this period, with the cPUCreditBalance at
zero, CPU utilization is forced to drop to the baseline performance level of 5%. At the baseline, the
instance earns as many credits as it spends.
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P6 - For the next 14 hours, CPU utilization is at 5% (the baseline). The instance earns as many credits as
it spends. The CPUCreditBalance value remains at 0.

P7 - For the last 24 hours in this example, the instance is idle and CPU utilization is 0%. During this time,
the instance earns 144 credits, which it accrues in its CPUCreditBalance.
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Example 2: Explaining Credit Use with T2 Standard

In this example, you see how a t2.nano instance launched as standard earns, accrues, and spends
launch and earned credits. You see how the credit balance reflects not only accrued earned credits, but
also accrued launch credits.

A t2.nano instance gets 30 launch credits when it is launched, and earns 72 credits every 24 hours. Its
credit balance limit is 72 earned credits; launch credits do not count towards the limit. After the limit is
reached, new credits that are earned are discarded. For more information about the number of credits
that can be earned and accrued, see the credit table (p. 189). For more information about limits, see
Launch Credit Limits (p. 200).

You might launch a T2 Standard instance and use it immediately. Or, you might launch a T2 Standard
instance and leave it idle for a few days before running applications on it. Whether an instance is used
or remains idle determines if credits are spent or accrued. If an instance remains idle for 24 hours from
the time it is launched, the credit balance appears to exceed its limit because the balance reflects both
accrued earned credits and accrued launch credits. However, after CPU is used, the launch credits are
spent first. Thereafter, the limit always reflects the maximum number of earned credits that can be
accrued.

This example describes an instance that remains idle for 24 hours from the time it is launched, and walks
you through seven periods of time over a 96-hour period, showing the rate at which credits are earned,
accrued, spent, and discarded, and the value of the credit balance at the end of each period.

Period 1: 1 — 24 hours

At 0 hours on the graph, the T2 instance is launched as standard and immediately gets 30 launch
credits. It earns credits while in the running state. The instance remains idle from the time it is launched
—CPU utilization is 0%—and no credits are spent. All unspent credits are accrued in the credit balance.
At approximately 14 hours after launch, the credit balance is 72 (30 launch credits + 42 earned credits),
which is equivalent to what the instance can earn in 24 hours. At 24 hours after launch, the credit
balance exceeds 72 credits because the unspent launch credits are accrued in the credit balance—the
credit balance is 102 credits: 30 launch credits + 72 earned credits.
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Credit Balance

Conclusion

0 credits per 24 hours (0% CPU utilization)
72 credits per 24 hours
0 credits per 24 hours

102 credits (30 launch credits + 72 earned credits)

If there is no CPU utilization after launch, the instance accrues more credits than what it can earn in 24
hours (30 launch credits + 72 earned credits = 102 credits).

In a real-world scenario, an EC2 instance consumes a small number of credits while launching and
running, which prevents the balance from reaching the maximum theoretical value in this example.

Period 2: 25 - 36 hours

For the next 12 hours, the instance continues to remain idle and earn credits, but the credit balance does
not increase. It plateaus at 102 credits (30 launch credits + 72 earned credits). The credit balance has
reached its limit of 72 accrued earned credits, so newly earned credits are discarded.
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Conclusion

0 credits per 24 hours (0% CPU utilization)
72 credits per 24 hours (3 credits per hour)
72 credits per 24 hours (100% of credit earn rate)

102 credits (30 launch credits + 72 earned credits)
—balance is unchanged

An instance constantly earns credits, but it cannot accrue more earned credits if the credit balance
has reached its limit. After the limit is reached, newly earned credits are discarded. Launch credits do
not count towards the credit balance limit. If the balance includes accrued launch credits, the balance

appears to be over the limit.

Period 3: 37 - 61 hours

For the next 25 hours, the instance uses 2% CPU, which requires 30 credits. In the same period, it earns
75 credits, but the credit balance decreases. The balance decreases because the accrued launch credits
are spent first, while newly earned credits are discarded because the credit balance is already at its limit

of 72 earned credits.
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Credit Spend Rate 28.8 credits per 24 hours (1.2 credits per hour,
2% CPU utilization, 40% of credit earn rate)}—30
credits over 25 hours
Credit Earn Rate 72 credits per 24 hours
Credit Discard Rate 72 credits per 24 hours (100% of credit earn rate)
Credit Balance 72 credits (30 launch credits were spent; 72
earned credits remain unspent)
Conclusion

An instance spends launch credits first, before spending earned credits. Launch credits do not count
towards the credit limit. After the launch credits are spent, the balance can never go higher than what
can be earned in 24 hours. Furthermore, while an instance is running, it cannot get more launch credits.

Period 4: 62 - 72 hours

For the next 11 hours, the instance uses 2% CPU, which requires 13.2 credits. This is the same CPU
utilization as in the previous period, but the balance does not decrease. It stays at 72 credits.

The balance does not decrease because the credit earn rate is higher than the credit spend rate. In the
time that the instance spends 13.2 credits, it also earns 33 credits. However, the balance limit is 72
credits, so any earned credits that exceed the limit are discarded. The balance plateaus at 72 credits,
which is different from the plateau of 102 credits during Period 2, because there are no accrued launch
credits.
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Conclusion

28.8 credits per 24 hours (1.2 credits per hour, 2%
CPU utilization, 40% of credit earn rate)—13.2
credits over 11 hours

72 credits per 24 hours
43.2 credits per 24 hours (60% of credit earn rate)

72 credits (O launch credits, 72 earned credits)—
balance is at its limit

After launch credits are spent, the credit balance limit is determined by the number of credits that an

instance can earn in 24 hours. If the instance earns more credits than it spends, newly earned credits over

the limit are discarded.

Period 5: 73 — 75 hours

For the next three hours, the instance bursts at 20% CPU utilization, which requires 36 credits. The
instance earns nine credits in the same three hours, which results in a net balance decrease of 27 credits.
At the end of three hours, the credit balance is 45 accrued earned credits.
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Conclusion

288 credits per 24 hours (12 credits per hour, 20%
CPU utilization, 400% of credit earn rate)—36
credits over 3 hours

72 credits per 24 hours (9 credits over 3 hours)
0 credits per 24 hours

45 credits (previous balance (72) - spent credits
(36) + earned credits (9))—balance decreases at

a rate of 216 credits per 24 hours (spend rate
288/24 + earn rate 72/24 = balance decrease rate
216/24)

If an instance spends more credits than it earns, its credit balance decreases.

Period 6: 76 — 90 hours

For the next 15 hours, the instance uses 2% CPU, which requires 18 credits. This is the same CPU
utilization as in Periods 3 and 4. However, the balance increases in this period, whereas it decreased in

Period 3 and plateaued in Period 4.

In Period 3, the accrued launch credits were spent, and any earned credits that exceeded the credit limit

were discarded, resulting in a decrease in the credit balance. In Period 4, the instance spent fewer credits
than it earned. Any earned credits that exceeded the limit were discarded, so the balance plateaued at its

maximum of 72 credits.
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In this period, there are no accrued launch credits, and the number of accrued earned credits in the
balance is below the limit. No earned credits are discarded. Furthermore, the instance earns more credits
than it spends, resulting in an increase in the credit balance.

T2 Standard

120 — T2 Nano credit balance Credit utilization rate / hour
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Earned credit accrual limit for T2 Nano = 72 credits

Credit Balance
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Hours since launch - 0 h 12h 24h 36h 48 h 60 h
Credit Spend Rate 28.8 credits per 24 hours (1.2 credits per hour,
2% CPU utilization, 40% of credit earn rate)—18
credits over 15 hours
Credit Earn Rate 72 credits per 24 hours (45 credits over 15 hours)
Credit Discard Rate 0 credits per 24 hours
Credit Balance 72 credits (balance increases at a rate of 43.2
credits per 24 hours—change rate = spend rate
28.8/24 + earn rate 72/24)
Conclusion

If an instance spends fewer credits than it earns, its credit balance increases.
Period 7: 91 — 96 hours

For the next six hours, the instance remains idle—CPU utilization is 0% —and no credits are spent. This is
the same CPU utilization as in Period 2, but the balance does not plateau at 102 credits—it plateaus at
72 credits, which is the credit balance limit for the instance.

In Period 2, the credit balance included 30 accrued launch credits. The launch credits were spent in
Period 3. A running instance cannot get more launch credits. After its credit balance limit is reached, any
earned credits that exceed the limit are discarded.
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Conclusion

An instance constantly earns credits, but cannot accrue more earned credits if the credit balance limit has

0 credits per 24 hours (0% CPU utilization)
72 credits per 24 hours
72 credits per 24 hours (100% of credit earn rate)

72 credits (0 launch credits, 72 earned credits)

been reached. After the limit is reached, newly earned credits are discarded. The credit balance limit is
determined by the number of credits that an instance can earn in 24 hours. For more information about

credit balance limits, see the credit table (p. 189).

Working with Burstable Performance Instances

The steps for launching, monitoring, and modifying these instances are similar. The key difference is the
default credit specification when they launch:

o T3 and T3a instances launch as unlimited by default.

« T2 instances launch as standard by default.

Contents

« Launching a Burstable Performance Instance as Unlimited or Standard (p. 210)

« Using an Auto Scaling Group to Launch a Burstable Performance Instance as Unlimited (p. 210)
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« Viewing the Credit Specification of a Burstable Performance Instance (p. 212)

» Modifying the Credit Specification of a Burstable Performance Instance (p. 212)

Launching a Burstable Performance Instance as Unlimited or Standard
T3 and T3a instances launch as unlimited by default. T2 instances launch as standard by default.

For more information about AMI and driver requirements for these instances, see Release
Notes (p. 186).

You must launch your instances using an Amazon EBS volume as the root device. For more information,
see Amazon EC2 Root Device Volume (p. 14).

You can launch your instances as unlimited or standard using the Amazon EC2 console, an AWS SDK,
a command line tool, or with an Auto Scaling group. For more information, see Using an Auto Scaling
Group to Launch a Burstable Performance Instance as Unlimited (p. 210).

To launch a burstable performance instance as Unlimited or Standard (console)

Follow the Launching an Instance Using the Launch Instance Wizard (p. 396) procedure.

2. Onthe Choose an Instance Type page, select an instance type, and choose Next: Configure
Instance Details.

3. Choose a credit specification. The default for T3 and T3a is unlimited, and for T2 it is standard.
a. Tolaunch a T3 or T3a instance as standard, on the Configure Instance Details page, for T2/T3
Unlimited, clear Enable.

b. To launch a T2 instance as unlimited, on the Configure Instance Details page, for T2/T3
Unlimited, select Enable.

4. Continue as prompted by the wizard. When you've finished reviewing your options on the Review
Instance Launch page, choose Launch. For more information, see Launching an Instance Using the
Launch Instance Wizard (p. 396).

To launch a burstable performance instance as Unlimited or Standard (AWS CLI)

Use the run-instances command to launch your instances. Specify the credit specification using the --
credit-specification CpuCredits= parameter. Valid credit specifications are unlimited and
standard.

« For T3 and T3a, if you do not include the --credit-specification parameter, the instance
launches as unlimited by default.

o For T2, if you do not include the --credit-specification parameter, the instance launches as
standard by default.

aws ec2 run-instances --image-id ami-abc12345 --count 1 --instance-type t3.micro --key-
name MyKeyPair --credit-specification "CpuCredits=unlimited"

Using an Auto Scaling Group to Launch a Burstable Performance Instance as Unlimited

When burstable performance instances are launched or started, they require CPU credits for a good
bootstrapping experience. If you use an Auto Scaling group to launch your instances, we recommend
that you configure your instances as unlimited. If you do, the instances use surplus credits when
they are automatically launched or restarted by the Auto Scaling group. Using surplus credits prevents
performance restrictions.
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Creating a Launch Template

You must use a launch template for launching instances as unlimited in an Auto Scaling group. A
launch configuration does not support launching instances as unlimited.

To create a launch template that launches instances as Unlimited (console)

Follow the Creating a Launch Template for an Auto Scaling Group procedure.
2. In Launch template contents, for Instance type, choose a T3, T3a, or T2 instance size.

To launch instances as unlimited in an Auto Scaling group, in Advanced details, for T2/T3
Unlimited, choose Enable.

4. When you've finished defining the launch template parameters, choose Create launch template.
For more information, see Creating a Launch Template for an Auto Scaling Group in the Amazon EC2
Auto Scaling User Guide.

To create a launch template that launches instances as Unlimited (AWS CLI)

Use the create-launch-template command and specify unlimited as the credit specification.

« For T3 and T3a, if you do not include the CreditSpecification={CpuCredits=unlimited}
value, the instance launches as unlimited by default.

o For T2, if you do not include the CreditSpecification={CpuCredits=unlimited} value, the
instance launches as standard by default.

aws ec2 create-launch-template --launch-template-name MyLaunchTemplate
--version-description FirstVersion --launch-template-data
ImageId=ami-8clbe5f6,InstanceType=t3.medium,CreditSpecification={CpuCredits=unlimited}

Associating an Auto Scaling Group with a Launch Template

To associate the launch template with an Auto Scaling group, create the Auto Scaling group using the
launch template, or add the launch template to an existing Auto Scaling group.

To create an Auto Scaling group using a launch template (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. On the navigation bar at the top of the screen, select the same Region that you used when you
created the launch template.

3. Inthe navigation pane, choose Auto Scaling Groups, Create Auto Scaling group.
4. Choose Launch Template, select your launch template, and then choose Next Step.
5. Complete the fields for the Auto Scaling group. When you've finished reviewing your configuration

settings on the Review page, choose Create Auto Scaling group. For more information, see Creating
an Auto Scaling Group Using a Launch Template in the Amazon EC2 Auto Scaling User Guide.
To create an Auto Scaling group using a launch template (AWS CLI)
Use the create-auto-scaling-group AWS CLI command and specify the --launch-template parameter.
To add a launch template to an existing Auto Scaling group (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. On the navigation bar at the top of the screen, select the same Region that you used when you
created the launch template.
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3. Inthe navigation pane, choose Auto Scaling Groups.
4. From the Auto Scaling group list, select an Auto Scaling group, and choose Actions, Edit.
5. On the Details tab, for Launch Template, choose a launch template, and then choose Save.

To add a launch template to an existing Auto Scaling group (AWS CLI)

Use the update-auto-scaling-group AWS CLI command and specify the --launch-template parameter.
Viewing the Credit Specification of a Burstable Performance Instance

You can view the credit specification (unlimited or standard) of a running or stopped instance.

To view the credit specification of a burstable instance (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the left navigation pane, choose Instances and select the instance.
Choose Description and view the T2/T3 Unlimited field.

« If the value is Enabled, then your instance is configured as unlimited.
« If the value is Disabled, then your instance is configured as standard .

To describe the credit specification of a burstable performance instance (AWS CLI)

Use the describe-instance-credit-specifications command. If you do not specify one or more instance
IDs, all instances with the credit specification of unlimited are returned, as well as instances that were
previously configured with the unlimited credit specification. For example, if you resize a T3 instance
to an M4 instance, while it is configured as unlimited, Amazon EC2 returns the M4 instance.

Example

aws ec2 describe-instance-credit-specifications --instance-id i-1234567890abcdef0

The following is example output:

{
"InstanceCreditSpecifications": [
{
"InstanceId": "i-1234567890abcdefo",
"CpuCredits": "unlimited"
}
]
¥

Modifying the Credit Specification of a Burstable Performance Instance

You can switch the credit specification of a running or stopped instance at any time between unlimited
and standard.

To modify the credit specification of a burstable performance instance (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe left navigation pane, choose Instances and select the instance. To modify the credit
specification for several instances at one time, select all applicable instances.

3. Choose Actions, Instance Settings, Change T2/T3 Unlimited.
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Note
The Change T2/T3 Unlimited option is enabled only if you select a T3, T33a, or T2 instance.

4. To change the credit specification to unlimited, choose Enable. To change the credit specification
to standard, choose Disable. The current credit specification for the instance appears in
parentheses after the instance ID.

To modify the credit specification of a burstable performance instance (AWS CLI)
Use the modify-instance-credit-specification command. Specify the instance and its credit specification

using the --instance-credit-specification parameter. Valid credit specifications are unlimited
and standard.

Example

aws ec2 modify-instance-credit-specification --region us-east-1 --instance-credit-
specification "Instanceld=i-1234567890abcdef0,CpuCredits=unlimited"

The following is example output:

{
"SuccessfulInstanceCreditSpecifications": [
{
"InstanceId": "i- 1234567890abcdef0"
¥
]l
"UnsuccessfulInstanceCreditSpecifications": []
}

Monitoring Your CPU Credits

You can see the credit balance for each instance in the Amazon EC2 per-instance metrics of the
CloudWatch console.
Topics

« Additional CloudWatch Metrics for Burstable Performance Instances (p. 213)

 Calculating CPU Credit Usage (p. 215)

Additional CloudWatch Metrics for Burstable Performance Instances

T3, T3a, and T2 instances have these additional CloudWatch metrics, which are updated every five
minutes:
e CPUCreditUsage — The number of CPU credits spent during the measurement period.

e CPUCreditBalance — The number of CPU credits that an instance has accrued. This balance is
depleted when the CPU bursts and CPU credits are spent more quickly than they are earned.

« CPUSurplusCreditBalance - The number of surplus CPU credits spent to sustain CPU performance
when the cPUCreditBalance value is zero.

e CPUSurplusCreditsCharged - The number of surplus CPU credits exceeding the maximum number
of CPU credits (p. 189) that can be earned in a 24-hour period, and thus attracting an additional
charge.

The last two metrics apply only to instances configured as unlimited.
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The following table describes the CloudWatch metrics for burstable performance instances. For more
information, see List the Available CloudWatch Metrics for Your Instances (p. 564).

Metric

CPUCreditUsage

CPUCreditBalance

CPUSurplusCreditBalance

CPUSurplusCreditsCharged

Description

The number of CPU credits spent by the instance for CPU
utilization. One CPU credit equals one vCPU running at 100%
utilization for one minute or an equivalent combination of vCPUs,
utilization, and time (for example, one vCPU running at 50%
utilization for two minutes or two vCPUs running at 25% utilization
for two minutes).

CPU credit metrics are available at a five-minute frequency only. If
you specify a period greater than five minutes, use the Sum statistic
instead of the Average statistic.

Units: Credits (vCPU-minutes)

The number of earned CPU credits that an instance has

accrued since it was launched or started. For T2 Standard, the
CPUCreditBalance also includes the number of launch credits
that have been accrued.

Credits are accrued in the credit balance after they are earned,

and removed from the credit balance when they are spent. The
credit balance has a maximum limit, determined by the instance
size. After the limit is reached, any new credits that are earned are
discarded. For T2 Standard, launch credits do not count towards the
limit.

The credits in the cPUCreditBalance are available for the
instance to spend to burst beyond its baseline CPU utilization.

When an instance is running, credits in the CPUCreditBalance
do not expire. When a T3 or T3a instance stops, the
CPUCreditBalance value persists for seven days. Thereafter,

all accrued credits are lost. When a T2 instance stops, the
CPUCreditBalance value does not persist, and all accrued credits
are lost.

CPU credit metrics are available at a five-minute frequency only.
Units: Credits (vCPU-minutes)

The number of surplus credits that have been spent by an
unlimited instance when its CPUCreditBalance value is zero.

The cPUSurplusCreditBalance value is paid down by earned
CPU credits. If the number of surplus credits exceeds the maximum
number of credits that the instance can earn in a 24-hour period,
the spent surplus credits above the maximum incur an additional
charge.

Units: Credits (vCPU-minutes)

The number of spent surplus credits that are not paid down by
earned CPU credits, and which thus incur an additional charge.

Spent surplus credits are charged when any of the following occurs:
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Metric Description

« The spent surplus credits exceed the maximum number of credits
that the instance can earn in a 24-hour period. Spent surplus
credits above the maximum are charged at the end of the hour.

« The instance is stopped or terminated.
o The instance is switched from unlimited to standard.

Units: Credits (vCPU-minutes)

Calculating CPU Credit Usage

The CPU credit usage of instances is calculated using the instance CloudWatch metrics described in the
preceding table.

Amazon EC2 sends the metrics to CloudWatch every five minutes. A reference to the prior value of a
metric at any point in time implies the previous value of the metric, sent five minutes ago.

Calculating CPU Credit Usage for Standard Instances

« The CPU credit balance increases if CPU utilization is below the baseline, when the credits spent are
less than the credits earned in the prior five-minute interval.

« The CPU credit balance decreases if CPU utilization is above the baseline, when the credits spent are
more than the credits earned in the prior five-minute interval.

Mathematically, this is captured by the following equation:

Example

CPUCreditBalance = prior CPUCreditBalance + [Credits earned per hour * (5/60) -
CPUCreditUsage]

The size of the instance determines the number of credits that the instance can earn per hour and the
number of earned credits that it can accrue in the credit balance. For information about the number of
credits earned per hour, and the credit balance limit for each instance size, see the credit table (p. 189).

Example

This example uses a t3.nano instance. To calculate the cCPUCreditBalance value of the instance, use
the preceding equation as follows:
e CPUCreditBalance — The current credit balance to calculate.

e prior CPUCreditBalance - The credit balance five minutes ago. In this example, the instance had
accrued two credits.

e Credits earned per hour — A t3.nano instance earns six credits per hour.

« 5/60 — Represents the five-minute interval between CloudWatch metric publication. Multiply the
credits earned per hour by 5/60 (five minutes) to get the number of credits that the instance earned in
the past five minutes. A £3.nano instance earns 0.5 credits every five minutes.

« CPUCreditUsage - How many credits the instance spent in the past five minutes. In this example, the
instance spent one credit in the past five minutes.

Using these values, you can calculate the CPUCreditBalance value:
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Example

CPUCreditBalance = 2 + [0.5 - 1] = 1.5

Calculating CPU Credit Usage for Unlimited Instances

When a T3, T3a, or T2 instance needs to burst above the baseline, it always spends accrued credits before
spending surplus credits. When it depletes its accrued CPU credit balance, it can spend surplus credits

to burst for as long as it needs. When CPU utilization falls below the baseline, surplus credits are always
paid down before the instance accrues earned credits.

We use the term Adjusted balance in the following equations to reflect the activity that occurs in
this five-minute interval. We use this value to arrive at the values for the CPUCreditBalance and
CPUSurplusCreditBalance CloudWatch metrics.

Example

Adjusted balance = [prior CPUCreditBalance - prior CPUSurplusCreditBalance] + [Credits
earned per hour * (5/60) - CPUCreditUsage]

A value of 0 for Adjusted balance indicates that the instance spent all its earned credits
for bursting, and no surplus credits were spent. As a result, both cPucreditBalance and
CPUSurplusCreditBalance are set to 0.

A positive Adjusted balance value indicates that the instance accrued earned credits, and previous
surplus credits, if any, were paid down. As a result, the Adjusted balance value is assigned to
CPUCreditBalance, and the CPUSurplusCreditBalance is set to 0. The instance size determines the
maximum number of credits (p. 189) that it can accrue.

Example

CPUCreditBalance = min [max earned credit balance, Adjusted balance]
CPUSurplusCreditBalance = 0

A negative Adjusted balance value indicates that the instance spent all its earned credits that it
accrued and, in addition, also spent surplus credits for bursting. As a result, the Adjusted balance
value is assigned to CPUSurplusCreditBalance and CPUCreditBalance is set to 0. Again, the
instance size determines the maximum number of credits (p. 189) that it can accrue.

Example

CPUSurplusCreditBalance = min [max earned credit balance, -Adjusted balance]
CPUCreditBalance = 0

If the surplus credits spent exceed the maximum credits that the instance can accrue, the surplus credit
balance is set to the maximum, as shown in the preceding equation. The remaining surplus credits are
charged as represented by the CPUSurplusCreditsCharged metric.

Example

CPUSurplusCreditsCharged = max [-Adjusted balance - max earned credit balance, 0]

Finally, when the instance terminates, any surplus credits tracked by the CPUSurplusCreditBalance
are charged. If the instance is switched from unlimited to standard, any remaining
CPUSurplusCreditBalance is also charged.

216




Amazon Elastic Compute Cloud
User Guide for Linux Instances
Compute Optimized Instances

Compute Optimized Instances

Compute optimized instances are ideal for compute-bound applications that benefit from high-
performance processors. They are well suited for the following applications:

« Batch processing workloads

« Media transcoding

« High-performance web servers

« High-performance computing (HPC)

« Scientific modeling

» Dedicated gaming servers and ad serving engines

« Machine learning inference and other compute-intensive applications

For more information, see Amazon EC2 C5 Instances.

Contents
« Hardware Specifications (p. 217)
« Instance Performance (p. 218)
« Network Performance (p. 218)
e SSD I/0O Performance (p. 219)
« Instance Features (p. 220)
« Release Notes (p. 220)

Hardware Specifications

The following is a summary of the hardware specifications for compute optimized instances.

Instance type Default vCPUs Memory (GiB)
c4.large 2 3.75
c4.xlarge 4 7.5
c4.2xlarge 8 15
c4.4xlarge 16 30
c4.8xlarge 36 60
c5.large 2 4
c5.xlarge 4 8
c5.2xlarge 8 16
c5.4xlarge 16 32
c5.9xlarge 36 72
c5.12xlarge 48 96
c5.18xlarge 72 144
c5.24large 96 192
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Instance type Default vCPUs Memory (GiB)
c5.metal 96 192
c5d.large 2 4
c5d.xlarge 4 8
c5d.2xlarge 8 16
c5d.4xlarge 16 32
c5d.9xlarge 36 72
c5d.18xlarge 72 144
c5n.large 2 5.25
c5n.xlarge 4 10.5
c5n.2xlarge 8 21
c5n.4xlarge 16 42
c5n.9xlarge 36 96
c5n.18xlarge 72 192
c5n.metal 72 192

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

For more information about specifying CPU options, see Optimizing CPU Options (p. 507).

Instance Performance

EBS-optimized instances enable you to get consistently high performance for your EBS volumes by
eliminating contention between Amazon EBS I/0O and other network traffic from your instance. Some
compute optimized instances are EBS-optimized by default at no additional cost. For more information,
see Amazon EBS-Optimized Instances (p. 895).

Some compute optimized instance types provide the ability to control processor C-states and P-states on
Linux. C-states control the sleep levels that a core can enter when it is inactive, while P-states control the
desired performance (in CPU frequency) from a core. For more information, see Processor State Control
for Your EC2 Instance (p. 497).

Network Performance

You can enable enhanced networking capabilities on supported instance types. Enhanced networking
provides significantly higher packet-per-second (PPS) performance, lower network jitter, and lower
latencies. For more information, see Enhanced Networking on Linux (p. 729).

Instance types that use the Elastic Network Adapter (ENA) for enhanced networking deliver high packet
per second performance with consistently low latencies. Most applications do not consistently need

a high level of network performance, but can benefit from having access to increased bandwidth

when they send or receive data. Instance sizes that use the ENA and are documented with network
performance of "Up to 10 Gbps" or "Up to 25 Gbps" use a network I/O credit mechanism to allocate
network bandwidth to instances based on average bandwidth utilization. These instances accrue credits
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when their network bandwidth is below their baseline limits, and can use these credits when they
perform network data transfers.

The following is a summary of network performance for compute optimized instances that support
enhanced networking.

Instance type Network performance Enhanced networking
c5.4xlarge and smaller | Up to 10 Gbps ENA (p. 730)
c5d.4xlarge and smaller

c5.9xlarge | ¢5d.9xlarge 10 Gbps ENA (p. 730)
c5.12xlarge | c5d.12xlarge | 12 Gbps ENA (p. 730)
c5n.4xlarge and smaller Up to 25 Gbps ENA (p. 730)
c5.18xlarge | c5.24xlarge| | 25 Gbps ENA (p. 730)
c5.metal | c5d.18xlarge

c5n.9xlarge 50 Gbps ENA (p. 730)
c5n.18xlarge | c5n.metal 100 Gbps ENA (p. 730)
c4.large Moderate Intel 82599 VF (p. 742)
c4.xlarge | c4.2xlarge | High Intel 82599 VF (p. 742)
c4.4xlarge

c4.8xlarge 10 Gbps Intel 82599 VF (p. 742)

SSD 1/0 Performance

If you use a Linux AMI with kernel version 4.4 or later and use all the SSD-based instance store volumes
available to your instance, you get the IOPS (4,096 byte block size) performance listed in the following
table (at queue depth saturation). Otherwise, you get lower IOPS performance.

Instance Size 100% Random Read IOPS Write IOPS
c5d.large * 20,000 9,000
c5d.xlarge * 40,000 18,000
c5d.2xlarge * 80,000 37,000
c5d.4xlarge* 175,000 75,000
c5d.9xlarge 350,000 170,000
c5d.18xlarge 700,000 340,000

* For these instances, you can get up to the specified performance.

As you fill the SSD-based instance store volumes for your instance, the number of write IOPS that

you can achieve decreases. This is due to the extra work the SSD controller must do to find available
space, rewrite existing data, and erase unused space so that it can be rewritten. This process of
garbage collection results in internal write amplification to the SSD, expressed as the ratio of SSD write
operations to user write operations. This decrease in performance is even larger if the write operations
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are not in multiples of 4,096 bytes or not aligned to a 4,096-byte boundary. If you write a smaller
amount of bytes or bytes that are not aligned, the SSD controller must read the surrounding data and
store the result in a new location. This pattern results in significantly increased write amplification,
increased latency, and dramatically reduced 1/0O performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an instance don't have any space reserved for over-provisioning. To reduce write
amplification, we recommend that you leave 10% of the volume unpartitioned so that the SSD controller
can use it for over-provisioning. This decreases the storage that you can use, but increases performance
even if the disk is close to full capacity.

For instance store volumes that support TRIM, you can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
free space, which can reduce write amplification and increase performance. For more information, see
Instance Store Volume TRIM Support (p. 945).

Instance Features

The following is a summary of features for compute optimized instances:

EBS only NVMe EBS Instance store Placement group
c4 Yes No No Yes
G5 Yes Yes No Yes
C5d No Yes NVMe * Yes
C5n Yes Yes No Yes

* The root device volume must be an Amazon EBS volume.
For more information, see the following:

« Amazon EBS and NVMe on Linux Instances (p. 892)
o Amazon EC2 Instance Store (p. 936)
o Placement Groups (p. 764)

Release Notes

» (4, C5, C5d, and C5n instances require 64-bit EBS-backed HVM AMIs. They have high-memory and
require a 64-bit operating system to take advantage of that capacity. HVM AMIs provide superior
performance in comparison to paravirtual (PV) AMIs on high-memory instance types. In addition, you
must use an HVM AMI to take advantage of enhanced networking.

« C5, C5d, and C5n instances have the following requirements:
« NVMe drivers must be installed. EBS volumes are exposed as NVMe block devices (p. 892).
« Elastic Network Adapter (ENA (p. 730)) drivers must be installed.

The following AMIs meet these requirements:
e Amazon Linux 2

e Amazon Linux AMI 2018.03

o Ubuntu 14.04 or later
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« Red Hat Enterprise Linux 7.4 or later

o SUSE Linux Enterprise Server 12 SP2 or later

« CentOS 7 or later

» FreeBSD 11.1 or later

C5, C5d, and C5n instances support a maximum of 28 attachments, including network interfaces,

EBS volumes, and NVMe instance store volumes. Every instance has at least one network interface
attachment.

Launching a bare metal instance boots the underlying server, which includes verifying all hardware and
firmware components. This means that it can take 20 minutes from the time the instance enters the
running state until it becomes available over the network.

To attach or detach EBS volumes or secondary network interfaces from a bare metal instance requires
PCle native hotplug support. Amazon Linux 2 and the latest versions of the Amazon Linux AMI

support PCle native hotplug, but earlier versions do not. You must enable the following Linux kernel
configuration options:

CONFIG_HOTPLUG_PCI_PCIE=y
CONFIG_PCIEASPM=y

Bare metal instances use a PCl-based serial device rather than an 1/O port-based serial device. The
upstream Linux kernel and the latest Amazon Linux AMIs support this device. Bare metal instances also
provide an ACPI SPCR table to enable the system to automatically use the PCl-based serial device. The
latest Windows AMIs automatically use the PCl-based serial device.

C5, C5d, and C5n instances should have acpid installed to support clean shutdown through API
requests.

There is a limit on the total number of instances that you can launch in a region, and there are
additional limits on some instance types. For more information, see How many instances can | run in
Amazon EC2?. To request a limit increase, use the Amazon EC2 Instance Request Form.

Memory Optimized Instances

Memory optimized instances are designed to deliver fast performance for workloads that process large
data sets in memory.

R4, R5, R5a, R5ad, and R5d Instances

These instances are well suited for the following applications:

High-performance, relational (MySQL) and NoSQL (MongoDB, Cassandra) databases.

Distributed web scale cache stores that provide in-memory caching of key-value type data
(Memcached and Redis).

In-memory databases using optimized data storage formats and analytics for business intelligence (for
example, SAP HANA).

Applications performing real-time processing of big unstructured data (financial services, Hadoop/
Spark clusters).

High-performance computing (HPC) and Electronic Design Automation (EDA) applications.

r5.metal and r5d.metal instances provide your applications with direct access to physical resources of
the host server, such as processors and memory. These instances are well suited for the following:

Workloads that require access to low-level hardware features (for example, Intel VT) that are not
available or fully supported in virtualized environments

Applications that require a non-virtualized environment for licensing or support
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For more information, see Amazon EC2 R5 Instances.
High memory instances

High memory instances (u-6tbl.metal, u-9tbl.metal, and u-12tb1l.metal) offer 6 TiB, 9 TiB,

and 12 TiB of memory per instance. These instances are designed to run large in-memory databases,
including production installations of SAP HANA. They offer bare metal performance with direct access to
host hardware.

X1 Instances
These instances are well suited for the following applications:

« In-memory databases such as SAP HANA, including SAP-certified support for Business Suite S/4HANA,
Business Suite on HANA (SoH), Business Warehouse on HANA (BW), and Data Mart Solutions on HANA.
For more information, see SAP HANA on the AWS Cloud.

« Big-data processing engines such as Apache Spark or Presto.
« High-performance computing (HPC) applications.

For more information, see Amazon EC2 X1 Instances.
X1e Instances
These instances are well suited for the following applications:

« High-performance databases.
« In-memory databases such as SAP HANA. For more information, see SAP HANA on the AWS Cloud.
« Memory-intensive enterprise applications.

For more information, see Amazon EC2 X1e Instances.
z1d Instances

These instances deliver both high compute and high memory and are well-suited for the following
applications:

« Electronic Design Automation (EDA)
» Relational database workloads

z1d.metal instances provide your applications with direct access to physical resources of the host
server, such as processors and memory. These instances are well suited for the following:

» Workloads that require access to low-level hardware features (for example, Intel VT) that are not
available or fully supported in virtualized environments

« Applications that require a non-virtualized environment for licensing or support

For more information, see Amazon EC2 z1d Instances.

Contents
« Hardware Specifications (p. 223)
« Memory Performance (p. 225)
o Instance Performance (p. 225)
« Network Performance (p. 225)
« SSD I/0 Performance (p. 226)

222


https://aws.amazon.com/ec2/instance-types/r5
https://aws.amazon.com/sap/solutions/saphana/
https://aws.amazon.com/ec2/instance-types/x1
https://aws.amazon.com/sap/solutions/saphana/
https://aws.amazon.com/ec2/instance-types/x1e
https://aws.amazon.com/ec2/instance-types/z1d

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Memory Optimized Instances

« Instance Features (p. 227)
« Support for vCPUs (p. 228)
» Release Notes (p. 228)

Hardware Specifications

The following is a summary of the hardware specifications for memory optimized instances.

Instance type Default vCPUs Memory (GiB)
r4.large 2 15.25
r4.xlarge 4 30.5
r4.2xlarge 8 61
r4.4xlarge 16 122
r4.8xlarge 32 244
r4.l6xlarge 64 488
r5.large 2 16
r5.xlarge 4 32
r5.2xlarge 8 64
r5.4xlarge 16 128
r5.8xlarge 32 256
r5.12xlarge 48 384
r5.16xlarge 64 512
r5.24xlarge 96 768
r5.metal 96 768
r5a.large 2 16
r5a.xlarge 4 32
r5a.2xlarge 8 64
r5a.4xlarge 16 128
r5a.8xlarge 32 256
r5a.12xlarge 48 384
r5a.lé6xlarge 64 512
r5a.24xlarge 96 768
r5ad.large 2 16
r5ad.xlarge 4 32
r5ad.2xlarge 8 64
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Instance type Default vCPUs
r5ad.4xlarge 16
r5ad.12xlarge 48
r5ad.24xlarge 96
r5d.large 2
r5d.xlarge 4
r5d.2xlarge 8
r5d.4xlarge 16
r5d.8xlarge 32
r5d.12xlarge 48
r5d.16xlarge 64
r5d.24xlarge 96
r5d.metal 96
u-6tbl.metal 448 *
u-9tbl.metal 448 *
u-12tbl.metal 448 *
x1.l6xlarge 64
x1.32xlarge 128
xle.xlarge 4
xle.2xlarge 8
xle.4xlarge 16
xle.8xlarge 32
xle.l6xlarge 64
xle.32xlarge 128
zld.large 2
zld.xlarge 4
zld.2xlarge 8
z1d.3xlarge 12
zld.6xlarge 24
zld.1l2xlarge 48
zld.metal 48

Memory (GiB)
128
384
768
16

32

64
128
256
384
512
768
768
6,144
9,216
12,288
976
1,952
122
244
488
976
1,952
3,904
16

32

64

96
192
384
384

224



Amazon Elastic Compute Cloud
User Guide for Linux Instances
Memory Optimized Instances

* Each logical processor is a hyperthread on 224 cores.

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

For more information about specifying CPU options, see Optimizing CPU Options (p. 507).

Memory Performance

X1 instances include Intel Scalable Memory Buffers, providing 300 GiB/s of sustainable memory-read
bandwidth and 140 GiB/s of sustainable memory-write bandwidth.

For more information about how much RAM can be enabled for memory optimized instances, see
Hardware Specifications (p. 223).

Memory optimized instances have high memory and require 64-bit HYM AMIs to take advantage of that
capacity. HVM AMils provide superior performance in comparison to paravirtual (PV) AMIs on memory
optimized instances. For more information, see Linux AMI Virtualization Types (p. 95).

Instance Performance

R4 instances feature up to 64 vCPUs and are powered by two AWS-customized Intel XEON processors
based on E5-2686v4 that feature high-memory bandwidth and larger L3 caches to boost the
performance of in-memory applications.

X1e and X1 instances feature up to 128 vCPUs and are powered by four Intel Xeon E7-8880 v3
processors that feature high-memory bandwidth and larger L3 caches to boost the performance of in-
memory applications.

High memory instances (u-6tb1l.metal, u-9tbl.metal, and u-12tb1l.metal) are the first instances
to be powered by an eight-socket platform with the latest generation Intel Xeon Platinum 8176M
(Skylake) processors that are optimized for mission-critical enterprise workloads.

Memory optimized instances enable increased cryptographic performance through the latest Intel AES-
NI feature, support Intel Transactional Synchronization Extensions (TSX) to boost the performance of in-
memory transactional data processing, and support Advanced Vector Extensions 2 (Intel AVX2) processor
instructions to expand most integer commands to 256 bits.

Some memory optimized instances provide the ability to control processor C-states and P-states on
Linux. C-states control the sleep levels that a core can enter when it is inactive, while P-states control
the desired performance (measured by CPU frequency) from a core. For more information, see Processor
State Control for Your EC2 Instance (p. 497).

Network Performance

You can enable enhanced networking capabilities on supported instance types. Enhanced networking
provides significantly higher packet-per-second (PPS) performance, lower network jitter, and lower
latencies. For more information, see Enhanced Networking on Linux (p. 729).

Instance types that use the Elastic Network Adapter (ENA) for enhanced networking deliver high packet
per second performance with consistently low latencies. Most applications do not consistently need

a high level of network performance, but can benefit from having access to increased bandwidth

when they send or receive data. Instance sizes that use the ENA and are documented with network
performance of "Up to 10 Gbps" or "Up to 25 Gbps" use a network I/O credit mechanism to allocate
network bandwidth to instances based on average bandwidth utilization. These instances accrue credits
when their network bandwidth is below their baseline limits, and can use these credits when they
perform network data transfers.
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The following is a summary of network performance for memory optimized instances that support

enhanced networking.

Instance type

r4.4xlarge and smaller | r5.4xlarge
and smaller | r5a.8xlarge and smaller |
r5ad.4xlarge and smaller | r5d.4xlarge
and smaller | x1e.8large and smaller |
z1d.3xlarge and smaller

r4.8xlarge | r5.8xlarge | r5.12xlarge

| r5a.12xlarge | r5ad.12xlarge |
r5d.8xlarge | r5d.12xlarge | x1.16xlarge |
xle.l6xlarge | z1d.6xlarge

r5a.16xlarge | r5ad.16xlarge

r5.16xlarge | r5a.24xlarge |
r5ad.24xlarge | r5d.16xlarge

r4.16xlarge | r5.24xlarge | r5.metal |
r5d.24xlarge | r5d.metal |u-6tbl.metal

| u-9tbl.metal |u-12tbl.metal |
x1.32xlarge | xle.32xlarge | z1d.12xlarge
| z1d.metal

SSD 1/0 Performance

Network performance

Up to 10 Gbps

10 Gbps

12 Gbps
20 Gbps

25 Gbps

Enhanced networking

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

If you use a Linux AMI with kernel version 4.4 or later and use all the SSD-based instance store volumes
available to your instance, you get the IOPS (4,096 byte block size) performance listed in the following
table (at queue depth saturation). Otherwise, you get lower IOPS performance.

Instance Size 100% Random Read IOPS
r5ad.large * 30,000
r5ad.xlarge * 59,000
r5ad.2xlarge * 117,000
r5ad.4xlarge * 234,000
r5ad.12xlarge 700,000
r5ad.24xlarge 1,400,000
r5d.large * 30,000
r5d.xlarge * 59,000
r5d.2xlarge * 117,000
r5d.4xlarge* 234,000
r5d.8xlarge 466,666
r5d.12xlarge 700,000

Write IOPS

15,000
29,000
57,000
114,000
340,000
680,000
15,000
29,000
57,000
114,000
233,333

340,000
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Instance Size 100% Random Read IOPS Write IOPS
r5d.16xlarge 933,333 466,666
r5d.24xlarge 1,400,000 680,000
r5d.metal 1,400,000 680,000
zld.large* 30,000 15,000
zld.xlarge * 59,000 29,000
zld.2xlarge * 117,000 57,000
zld.3xlarge * 175,000 75,000
z1ld.6xlarge 350,000 170,000
zld.1l2xlarge 700,000 340,000
zld.metal 700,000 340,000

* For these instances, you can get up to the specified performance.

As you fill the SSD-based instance store volumes for your instance, the number of write IOPS that

you can achieve decreases. This is due to the extra work the SSD controller must do to find available
space, rewrite existing data, and erase unused space so that it can be rewritten. This process of
garbage collection results in internal write amplification to the SSD, expressed as the ratio of SSD write
operations to user write operations. This decrease in performance is even larger if the write operations
are not in multiples of 4,096 bytes or not aligned to a 4,096-byte boundary. If you write a smaller
amount of bytes or bytes that are not aligned, the SSD controller must read the surrounding data and
store the result in a new location. This pattern results in significantly increased write amplification,
increased latency, and dramatically reduced 1/O performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an instance don't have any space reserved for over-provisioning. To reduce write
amplification, we recommend that you leave 10% of the volume unpartitioned so that the SSD controller
can use it for over-provisioning. This decreases the storage that you can use, but increases performance
even if the disk is close to full capacity.

For instance store volumes that support TRIM, you can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
free space, which can reduce write amplification and increase performance. For more information, see
Instance Store Volume TRIM Support (p. 945).

Instance Features

The following is a summary of features for memory optimized instances.

EBS only NVMe EBS Instance store Placement group
R4 Yes No No Yes
R5 Yes Yes No Yes
R5a Yes Yes No Yes
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EBS only NVMe EBS Instance store Placement group
R5ad No Yes NVME * Yes
R5d No Yes NVME * Yes
u-6tbl.meYesl Yes No No
u-9tb1l.meYesl Yes No No
u-12tbl.méesal Yes No No
X1 No No SSD Yes
Xle No No SSD * Yes
z1d No Yes NVME * Yes

* The root device volume must be an Amazon EBS volume.
For more information, see the following:

« Amazon EBS and NVMe on Linux Instances (p. 892)
« Amazon EC2 Instance Store (p. 936)
« Placement Groups (p. 764)

Support for vCPUs

Memory optimized instances provide a high number of vCPUs, which can cause launch issues with
operating systems that have a lower vCPU limit. We strongly recommend that you use the latest AMIs
when you launch memory optimized instances.

The following AMIs support launching memory optimized instances:

« Amazon Linux 2 (HVM)

« Amazon Linux AMI 2016.03 (HVM) or later
o Ubuntu Server 14.04 LTS (HVM)

« Red Hat Enterprise Linux 7.1 (HVM)

o SUSE Linux Enterprise Server 12 SP1 (HVM)
« Windows Server 2019

« Windows Server 2016

« Windows Server 2012 R2

« Windows Server 2012

« Windows Server 2008 R2 64-bit

« Windows Server 2008 SP2 64-bit

Release Notes

« R5 and R5d instances feature a 3.1 GHz Intel Xeon Platinum 8000 series processor.
« R5a and R5ad instances feature a 2.5 GHz AMD EPYC 7000 series processor.
« The following are requirements for high memory, R5, R5a, R5ad, R5d, and z1d instances:
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« NVMe drivers must be installed. EBS volumes are exposed as NVMe block devices (p. 892).
« Elastic Network Adapter (ENA (p. 730)) drivers must be installed.

The following AMIs meet these requirements:

e Amazon Linux 2

« Amazon Linux AMI 2018.03

« Ubuntu 14.04 or later

« Red Hat Enterprise Linux 7.4 or later

o SUSE Linux Enterprise Server 12 SP2 or later
o CentOS 7 or later

« FreeBSD 11.1 or later

« R5, R53, R5ad, and R5d instances support a maximum of 28 attachments, including network
interfaces, EBS volumes, and NVMe instance store volumes. Every instance has at least one network
interface attachment. For example, if you have no additional network interface attachments on an
EBS-only instance, you could attach 27 EBS volumes to that instance.

« Launching a bare metal instance boots the underlying server, which includes verifying all hardware and
firmware components. This means that it can take 20 minutes from the time the instance enters the
running state until it becomes available over the network.

« To attach or detach EBS volumes or secondary network interfaces from a bare metal instance requires
PCle native hotplug support. Amazon Linux 2 and the latest versions of the Amazon Linux AMI
support PCle native hotplug, but earlier versions do not. You must enable the following Linux kernel
configuration options:

CONFIG_HOTPLUG_PCI_PCIE=y
CONFIG_PCIEASPM=y

« Bare metal instances use a PCl-based serial device rather than an I/O port-based serial device. The
upstream Linux kernel and the latest Amazon Linux AMlIs support this device. Bare metal instances also
provide an ACPI SPCR table to enable the system to automatically use the PCl-based serial device. The
latest Windows AMIs automatically use the PCl-based serial device.

« You can't launch X1 instances using a Windows Server 2008 SP2 64-bit AMI, except for x1.16xlarge
instances.

« You can't launch X1e instances using a Windows Server 2008 SP2 64-bit AMI.

« With earlier versions of the Windows Server 2008 R2 64-bit AMI, you can't launch r4.large and
r4.4xlarge instances. If you experience this issue, update to the latest version of this AMI.

« There is a limit on the total number of instances that you can launch in a region, and there are
additional limits on some instance types. For more information, see How many instances can | run in
Amazon EC2?. To request a limit increase, use the Amazon EC2 Instance Request Form.

Storage Optimized Instances

Storage optimized instances are designed for workloads that require high, sequential read and write
access to very large data sets on local storage. They are optimized to deliver tens of thousands of low-
latency, random 1/O operations per second (IOPS) to applications.

D2 Instances

D2 instances are well suited for the following applications:

« Massive parallel processing (MPP) data warehouse
« MapReduce and Hadoop distributed computing
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« Log or data processing applications

H1 Instances
H1 instances are well suited for the following applications:

« Data-intensive workloads such as MapReduce and distributed file systems
« Applications requiring sequential access to large amounts of data on direct-attached instance storage
« Applications that require high-throughput access to large quantities of data

13 and I3en Instances
These instances are well suited for the following applications:

« High frequency online transaction processing (OLTP) systems
« Relational databases

« NoSQL databases

« Cache for in-memory databases (for example, Redis)

« Data warehousing applications

« Distributed file systems

Bare metal instances provide your applications with direct access to physical resources of the host server,
such as processors and memory. These instances are well suited for the following:

« Workloads that require access to low-level hardware features (for example, Intel VT) that are not
available or fully supported in virtualized environments

 Applications that require a non-virtualized environment for licensing or support

For more information, see Amazon EC2 I3 Instances.

Contents
» Hardware Specifications (p. 230)
« Instance Performance (p. 231)
« Network Performance (p. 232)
« SSD I/0 Performance (p. 233)
« Instance Features (p. 234)
o Support for vCPUs (p. 234)
« Release Notes (p. 235)

Hardware Specifications

The primary data storage for D2 instances is HDD instance store volumes. The primary data storage for
13 instances is non-volatile memory express (NVMe) SSD instance store volumes.

Instance store volumes persist only for the life of the instance. When you stop or terminate an instance,
the applications and data in its instance store volumes are erased. We recommend that you regularly
back up or replicate important data in your instance store volumes. For more information, see Amazon
EC2 Instance Store (p. 936) and SSD Instance Store Volumes (p. 944).

The following is a summary of the hardware specifications for storage optimized instances.
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Instance type Default vCPUs Memory (GiB)
d2.xlarge 4 30.5
d2.2xlarge 8 61
d2.4xlarge 16 122
d2.8xlarge 36 244
h1l.2xlarge 8 32
hl.4xlarge 16 64
h1l.8xlarge 32 128
hl.16xlarge 64 256
i3.large 2 15.25
i3.xlarge 4 30.5
i3.2xlarge 8 61
i3.4xlarge 16 122
i3.8xlarge 32 244
i3.16xlarge 64 488
i3.metal 72 512
i3en.large 2 16
i3en.xlarge 4 32
i3en.2xlarge 8 64
i3en.3xlarge 12 96
i3en.6xlarge 24 192
i3en.12xlarge 48 384
i3en.24xlarge 96 768
i3en.metal 96 768

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

For more information about specifying CPU options, see Optimizing CPU Options (p. 507).

Instance Performance

To ensure the best disk throughput performance from your instance on Linux, we recommend that you
use the most recent version of Amazon Linux 2 or the Amazon Linux AMI.

For instances with NVMe instance store volumes, you must use a Linux AMI with kernel version 4.4 or
later. Otherwise, your instance will not achieve the maximum IOPS performance available.
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D2 instances provide the best disk performance when you use a Linux kernel that supports persistent
grants, an extension to the Xen block ring protocol that significantly improves disk throughput and
scalability. For more information about persistent grants, see this article in the Xen Project Blog.

EBS-optimized instances enable you to get consistently high performance for your EBS volumes by
eliminating contention between Amazon EBS I/0O and other network traffic from your instance. Some
storage optimized instances are EBS-optimized by default at no additional cost. For more information,
see Amazon EBS-Optimized Instances (p. 895).

Some storage optimized instance types provide the ability to control processor C-states and P-states on
Linux. C-states control the sleep levels that a core can enter when it is inactive, while P-states control the
desired performance (in CPU frequency) from a core. For more information, see Processor State Control
for Your EC2 Instance (p. 497).

Network Performance

You can enable enhanced networking capabilities on supported instance types. Enhanced networking
provides significantly higher packet-per-second (PPS) performance, lower network jitter, and lower
latencies. For more information, see Enhanced Networking on Linux (p. 729).

Instance types that use the Elastic Network Adapter (ENA) for enhanced networking deliver high packet
per second performance with consistently low latencies. Most applications do not consistently need

a high level of network performance, but can benefit from having access to increased bandwidth

when they send or receive data. Instance sizes that use the ENA and are documented with network
performance of "Up to 10 Gbps" or "Up to 25 Gbps" use a network I/O credit mechanism to allocate
network bandwidth to instances based on average bandwidth utilization. These instances accrue credits
when their network bandwidth is below their baseline limits, and can use these credits when they
perform network data transfers.

The following is a summary of network performance for storage optimized instances that support
enhanced networking.

Instance type Network performance Enhanced networking
i3.4xlarge and smaller Up to 10 Gbps, use network I/O | ENA (p. 730)

credit mechanism
i3.8xlarge | hl.8xlarge 10 Gbps ENA (p. 730)
i3en.3xlarge and smaller Up to 25 Gbps, use network I/0 | ENA (p. 730)

credit mechanism

i3.1lé6xlarge|i3.metal 25 Gbps ENA (p. 730)
| i3en.6xlarge |
hl.leé6xlarge

i3en.12xlarge 50 Gbps ENA (p. 730)
i3en.24xlarge 100 Gbps ENA (p. 730)
d2.xlarge Moderate Intel 82599 VF (p. 742)
d2.2xlarge | d2.4xlarge High Intel 82599 VF (p. 742)
d2.8xlarge 10 Gbps Intel 82599 VF (p. 742)
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SSD 1/0 Performance

If you use a Linux AMI with kernel version 4.4 or later and use all the SSD-based instance store volumes
available to your instance, you get the IOPS (4,096 byte block size) performance listed in the following
table (at queue depth saturation). Otherwise, you get lower IOPS performance.

Instance Size 100% Random Read IOPS Write IOPS
i3.large* 100,125 35,000
i3.xlarge?* 206,250 70,000
i3.2xlarge 412,500 180,000
i3.4xlarge 825,000 360,000
i3.8xlarge 1.65 million 720,000
i3.1é6xlarge 3.3 million 1.4 million
i3.metal 3.3 million 1.4 million
i3en.large * 42,500 32,500
i3en.xlarge * 85,000 65,000
i3en.2xlarge * 170,000 130,000
i3en.3xlarge 250,000 200,000
i3en.6xlarge 500,000 400,000
i3en.12xlarge 1 million 800,000
i3en.24xlarge 2 million 1.6 million
i3en.metal 2 million 1.6 million

* For these instances, you can get up to the specified performance.

As you fill your SSD-based instance store volumes, the 1/0O performance that you get decreases. This is
due to the extra work that the SSD controller must do to find available space, rewrite existing data, and
erase unused space so that it can be rewritten. This process of garbage collection results in internal write
amplification to the SSD, expressed as the ratio of SSD write operations to user write operations. This
decrease in performance is even larger if the write operations are not in multiples of 4,096 bytes or not
aligned to a 4,096-byte boundary. If you write a smaller amount of bytes or bytes that are not aligned,
the SSD controller must read the surrounding data and store the result in a new location. This pattern
results in significantly increased write amplification, increased latency, and dramatically reduced /0
performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an instance don't have any space reserved for over-provisioning. To reduce write
amplification, we recommend that you leave 10% of the volume unpartitioned so that the SSD controller
can use it for over-provisioning. This decreases the storage that you can use, but increases performance
even if the disk is close to full capacity.

For instance store volumes that support TRIM, you can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
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free space, which can reduce write amplification and increase performance. For more information, see
Instance Store Volume TRIM Support (p. 945).

Instance Features

The following is a summary of features for storage optimized instances:

EBS only Instance store Placement group
D2 No HDD Yes
H1 No HDD * Yes
13 No NVMe * Yes
13en No NVMe * Yes

* The root device volume must be an Amazon EBS volume.
For more information, see the following:

« Amazon EBS and NVMe on Linux Instances (p. 892)
o Amazon EC2 Instance Store (p. 936)
« Placement Groups (p. 764)

Support for vCPUs

The d2.8xlarge instance type provides 36 vCPUs, which might cause launch issues in some Linux
operating systems that have a vCPU limit of 32. We strongly recommend that you use the latest AMIs
when you launch d2. 8xlarge instances.

The following Linux AMIs support launching d2 . 8xlarge instances with 36 vCPUs:

« Amazon Linux 2 (HVM)

« Amazon Linux AMI 2018.03 (HVM)

o Ubuntu Server 14.04 LTS (HVM) or later
« Red Hat Enterprise Linux 7.1 (HVM)

o SUSE Linux Enterprise Server 12 (HVM)

If you must use a different AMI for your application, and your d2 . 8xlarge instance launch does not
complete successfully (for example, if your instance status changes to stopped during launch with a
Client.InstanceInitiatedShutdown state transition reason), modify your instance as described in
the following procedure to support more than 32 vCPUs so that you can use the d2.8xlarge instance
type.

To update an instance to support more than 32 vCPUs

1. Launch a D2 instance using your AMI, choosing any D2 instance type other than d2.8xlarge.

2. Update the kernel to the latest version by following your operating system-specific instructions. For
example, for RHEL 6, use the following command:

sudo yum update -y kernel
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Stop the instance.

(Optional) Create an AMI from the instance that you can use to launch any additional d2. 8x1large
instances that you need in the future.

Change the instance type of your stopped instance to d2 . 8x1large (choose Actions, Instance
Settings, Change Instance Type, and then follow the directions).

Start the instance. If the instance launches properly, you are done. If the instance still does not boot
properly, proceed to the next step.

(Optional) If the instance still does not boot properly, the kernel on your instance may not support
more than 32 vCPUs. However, you may be able to boot the instance if you limit the vCPUs.

a.

Change the instance type of your stopped instance to any D2 instance type other than
d2.8xlarge (choose Actions, Instance Settings, Change Instance Type, and then follow the
directions).

Add the maxcpus=32 option to your boot kernel parameters by following your operating
system-specific instructions. For example, for RHEL 6, edit the /boot/grub/menu. 1st file and
add the following option to the most recent and active kernel entry:

default=0

timeout=1

splashimage=(hd0,0)/boot/grub/splash.xpm.gz

hiddenmenu

title Red Hat Enterprise Linux Server (2.6.32-504.3.3.el6.x86_64)

root (hdo,0)

kernel /boot/vmlinuz-2.6.32-504.3.3.e16.x86_64 maxcpus=32 console=ttySO0 ro
root=UUID=9996863e-b964-47d3-a33b-3920974fdbd9 rd_NO_LUKS KEYBOARDTYPE=pc
KEYTABLE=us LANG=en_ US.UTF-8 xen_blkfront.sda_is_xvda=1 console=ttyS0,115200n8
console=tty0 rd_NO_MD SYSFONT=latarcyrheb-sunlé crashkernel=auto rd_NO_LVM
rd_NO_DM

initrd /boot/initramfs-2.6.32-504.3.3.el6.x86_64.img

Stop the instance.

(Optional) Create an AMI from the instance that you can use to launch any additional
d2.8xlarge instances that you need in the future.

Change the instance type of your stopped instance to d2 . 8xlarge (choose Actions, Instance
Settings, Change Instance Type, and then follow the directions).

Start the instance.

Release Notes

« You must launch storage optimized instances using an HVM AMI. For more information, see Linux AMI
Virtualization Types (p. 95).

 The following are requirements for 13en and 13 .metal instances:

« NVMe drivers must be installed. EBS volumes are exposed as NVMe block devices (p. 892).
« Elastic Network Adapter (ENA (p. 730)) drivers must be installed.

The following AMIs meet these requirements:

Amazon Linux 2

Amazon Linux AMI 2018.03

Ubuntu 14.04 or later

Red Hat Enterprise Linux 7.4 or later

SUSE Linux Enterprise Server 12 SP2 or later
CentOS 7 or later
FreeBSD 11.1 or later
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o Launching an i3.metal instance boots the underlying server, which includes verifying all hardware
and firmware components. This means that it can take 20 minutes from the time the instance enters
the running state until it becomes available over the network.

« To attach or detach EBS volumes or secondary network interfaces from a bare metal instance requires
PCle native hotplug support. Amazon Linux 2 and the latest versions of the Amazon Linux AMI
support PCle native hotplug, but earlier versions do not. You must enable the following Linux kernel
configuration options:

CONFIG_HOTPLUG_PCI_PCIE=y
CONFIG_PCIEASPM=y

« Bare metal instances use a PCl-based serial device rather than an I/O port-based serial device. The
upstream Linux kernel and the latest Amazon Linux AMIs support this device. Bare metal instances also
provide an ACPI SPCR table to enable the system to automatically use the PCl-based serial device. The
latest Windows AMIs automatically use the PCl-based serial device.

« With FreeBSD AMiIs, bare metal instances take nearly an hour to boot and 1/0 to the local NVMe
storage does not complete. As a workaround, add the following line to /boot/loader.conf and
reboot:

hw.nvme.per_cpu_io_queues="0"

« The d2.8xlarge instance type has 36 vCPUs, which might cause launch issues in some
Linux operating systems that have a vCPU limit of 32. For more information, see Support for
vCPUs (p. 234).

« There is a limit on the total number of instances that you can launch in a region, and there are
additional limits on some instance types. For more information, see How many instances can | run in
Amazon EC2?. To request a limit increase, use the Amazon EC2 Instance Request Form.

Linux Accelerated Computing Instances

If you require high processing capability, you'll benefit from using accelerated computing instances,
which provide access to hardware-based compute accelerators such as Graphics Processing Units (GPUs)
or Field Programmable Gate Arrays (FPGAs). Accelerated computing instances enable more parallelism
for higher throughput on compute-intensive workloads.

GPU-based instances provide access to NVIDIA GPUs with thousands of compute cores. You can use GPU-
based accelerated computing instances to accelerate scientific, engineering, and rendering applications
by leveraging the CUDA or Open Computing Language (OpenCL) parallel computing frameworks. You
can also use them for graphics applications, including game streaming, 3-D application streaming, and
other graphics workloads.

FPGA-based instances provide access to large FPGAs with millions of parallel system logic cells. You can
use FPGA-based accelerated computing instances to accelerate workloads such as genomics, financial
analysis, real-time video processing, big data analysis, and security workloads by leveraging custom
hardware accelerations. You can develop these accelerations using hardware description languages such
as Verilog or VHDL, or by using higher-level languages such as OpenCL parallel computing frameworks.
You can either develop your own hardware acceleration code or purchase hardware accelerations through
the AWS Marketplace.

Important
FPGA-based instances do not support Microsoft Windows.

You can cluster accelerated computing instances into a cluster placement group. Cluster placement
groups provide low latency and high-bandwidth connectivity between the instances within a single
Availability Zone. For more information, see Placement Groups (p. 764).
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For information about Windows accelerated computing instances, see Windows Accelerated Computing
Instances in the Amazon EC2 User Guide for Windows Instances.

Accelerated Computing Instance Families

Accelerated computing instance families use hardware accelerators, or co-processors, to perform some
functions, such as floating point number calculations, graphics processing, or data pattern matching,
more efficiently than is possible in software running on CPUs. The following accelerated computing
instance families are available for you to launch in Amazon EC2.

F1 Instances

F1 instances use Xilinx UltraScale+ VU9P FPGAs and are designed to accelerate computationally
intensive algorithms, such as data-flow or highly parallel operations not suited to general purpose
CPUs. Each FPGA in an F1 instance contains approximately 2.5 million logic elements and approximately
6,800 Digital Signal Processing (DSP) engines, along with 64 GiB of local DDR ECC protected memory,
connected to the instance by a dedicated PCle Gen3 x16 connection. F1 instances provide local NVMe
SSD volumes.

Developers can use the FPGA Developer AMI and AWS Hardware Developer Kit to create custom
hardware accelerations for use on F1 instances. The FPGA Developer AMI includes development tools for
full-cycle FPGA development in the cloud. Using these tools, developers can create and share Amazon
FPGA Images (AFIs) that can be loaded onto the FPGA of an F1 instance.

For more information, see Amazon EC2 F1 Instances.
P3 Instances

P3 instances use NVIDIA Tesla V100 GPUs and are designed for general purpose GPU computing

using the CUDA or OpenCL programming models or through a machine learning framework. P3
instances provide high-bandwidth networking, powerful half, single, and double-precision floating-
point capabilities, and up to 32 GiB of memory per GPU, which makes them ideal for deep learning,
computational fluid dynamics, computational finance, seismic analysis, molecular modeling, genomics,
rendering, and other server-side GPU compute workloads. Tesla V100 GPUs do not support graphics
mode. For more information, see Amazon EC2 P3 Instances.

P3 instances support NVIDIA NVLink peer to peer transfers.

To view topology information about the system, run the following command:
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nvidia-smi topo -m

For more information, see NVIDIA NVLink.
P2 Instances

P2 instances use NVIDIA Tesla K80 GPUs and are designed for general purpose GPU computing using
the CUDA or OpenCL programming models. P2 instances provide high-bandwidth networking, powerful
single and double precision floating-point capabilities, and 12 GiB of memory per GPU, which makes
them ideal for deep learning, graph databases, high-performance databases, computational fluid
dynamics, computational finance, seismic analysis, molecular modeling, genomics, rendering, and other
server-side GPU compute workloads.

P2 instances support NVIDIA GPUDirect peer to peer transfers.

To view topology information about the system, run the following command:

nvidia-smi topo -m

For more information, see NVIDIA GPUDirect.
G3 Instances

G3 instances use NVIDIA Tesla M60 GPUs and provide a cost-effective, high-performance platform

for graphics applications using DirectX or OpenGL. G3 instances also provide NVIDIA GRID Virtual
Workstation features, such as support for four monitors with resolutions up to 4096x2160, and NVIDIA
GRID Virtual Applications. G3 instances are well-suited for applications such as 3D visualizations,
graphics-intensive remote workstations, 3D rendering, video encoding, virtual reality, and other server-
side graphics workloads requiring massively parallel processing power.

G3 instances support NVIDIA GRID Virtual Workstation and NVIDIA GRID Virtual Applications. To activate
either of these features, see Activate NVIDIA GRID Virtual Applications (G3 Instances Only) (p. 244).

G2 Instances
G2 instances use NVIDIA GRID K520 GPUs and provide a cost-effective, high-performance platform for
graphics applications using DirectX or OpenGL. NVIDIA GRID GPUs also support NVIDIA's fast capture and

encode API operations. Example applications include video creation services, 3D visualizations, streaming
graphics-intensive applications, and other server-side graphics workloads.

Hardware Specifications

The following is a summary of the hardware specifications for accelerated computing instances.

Instance type Default vCPUs Memory (GiB) Accelerators
p2.xlarge 4 61 1
p2.8xlarge 32 488 8
p2.lé6xlarge 64 732 16
p3.2xlarge 8 61 1
p3.8xlarge 32 244 4
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Instance type Default vCPUs Memory (GiB) Accelerators
p3.1l6xlarge 64 488 8
p3dn.24xlarge 96 768 8
g2.2xlarge 8 15 1
g2.8xlarge 32 60 4
g3s.xlarge 4 30.5 1
g3.4xlarge 16 122 1
g3.8xlarge 32 244 2
g3.1l6xlarge 64 488 4
f1.2xlarge 8 122 1
fl.4xlarge 16 244 2
fil.lé6xlarge 64 976 8

For more information about the hardware specifications for each Amazon EC2 instance type, see Amazon
EC2 Instance Types.

For more information about specifying CPU options, see Optimizing CPU Options (p. 507).

Instance Performance

There are several GPU setting optimizations that you can perform to achieve the best performance on
your instances. For more information, see Optimizing GPU Settings (p. 245).

EBS-optimized instances enable you to get consistently high performance for your EBS volumes

by eliminating contention between Amazon EBS I/O and other network traffic from your instance.
Some accelerated computing instances are EBS-optimized by default at no additional cost. For more
information, see Amazon EBS-Optimized Instances (p. 895).

Some accelerated computing instance types provide the ability to control processor C-states and P-states
on Linux. C-states control the sleep levels that a core can enter when it is inactive, while P-states control
the desired performance (in CPU frequency) from a core. For more information, see Processor State
Control for Your EC2 Instance (p. 497).

Network Performance

You can enable enhanced networking capabilities on supported instance types. Enhanced networking
provides significantly higher packet-per-second (PPS) performance, lower network jitter, and lower
latencies. For more information, see Enhanced Networking on Linux (p. 729).

Instance types that use the Elastic Network Adapter (ENA) for enhanced networking deliver high packet
per second performance with consistently low latencies. Most applications do not consistently need

a high level of network performance, but can benefit from having access to increased bandwidth

when they send or receive data. Instance sizes that use the ENA and are documented with network
performance of "Up to 10 Gbps" or "Up to 25 Gbps" use a network I/O credit mechanism to allocate
network bandwidth to instances based on average bandwidth utilization. These instances accrue credits
when their network bandwidth is below their baseline limits, and can use these credits when they
perform network data transfers.
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The following is a summary of network performance for accelerated computing instances that support
enhanced networking.

Instance type

f1.2xlarge| f1.
g3.4xlarge | p3.

g3s.xlarge|g3.
p2.8xlarge | p3.

4axlarge |
2xlarge

8xlarge |
8xlarge

fl.1l6xlarge|g3.16.xlarge

| g3.16.x1large |

p2.1l6xlarge | p3.16xlarge

p3dn.24xlarge

Instance Features

Network performance

Up to 10 Gbps

10 Gbps

25 Gbps

100 Gbps

Enhanced networking

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

ENA (p. 730)

The following is a summary of features for accelerated computing instances.

EBS only
G2 No
G3 Yes
P2 Yes
P3 p3dn.24xlarge: No

All other sizes: Yes

F1 No

* The root device volume must be an Amazon EBS volume.

NVMe EBS
No
No
No

p3dn.24xlarge:
Yes

All other sizes: No

No

For more information, see the following:

« Amazon EBS and NVMe on Linux Instances (p. 892)
o Amazon EC2 Instance Store (p. 936)
« Placement Groups (p. 764)

Release Notes

« You must launch the instance using an HVYM AMI.

Instance store
SSD
No

No

p3dn.24xlarge:

NVMe *

NVMe *

Placement group
Yes
Yes
Yes

Yes

Yes

» GPU-based instances can't access the GPU unless the NVIDIA drivers are installed.

o There is a limit of 100 AFIs per region.

« There is a limit on the number of instances that you can run. For more information, see How many
instances can | run in Amazon EC2? in the Amazon EC2 FAQ. To request an increase in these limits, use
the following form: Request to Increase Amazon EC2 Instance Limit.
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AMIs for GPU-Based Accelerated Computing Instances

To help you get started, NVIDIA and others provide AMIs for GPU-based accelerated computing
instances. These reference AMls include the NVIDIA driver, which enables full functionality and
performance of the NVIDIA GPUs.

For a list of AMIs with the NVIDIA driver, search AWS Marketplace as follows:

* NVIDIA P3 AMIs

« NVIDIA Quadro Virtual Workstation P3 AMiIs
« NVIDIA P2 AMIs

« NVIDIA GRID G3 AMIs

« NVIDIA GRID G2 AMlIs

You can launch accelerated computing instances using any HVM AMI.

Important

These AMIs include drivers, software, or toolkits that are developed, owned, or provided by
NVIDIA Corporation. By using these AMls, you agree to use these NVIDIA drivers, software, or
toolkits only on Amazon EC2 instances that include NVIDIA hardware.

You can also install the NVIDIA driver manually. For more information, see Installing the NVIDIA Driver on
Linux Instances (p. 241).

Installing the NVIDIA Driver on Linux Instances

A GPU-based accelerated computing instance must have the appropriate NVIDIA driver. The NVIDIA
driver that you install must be compiled against the kernel that you plan to run on your instance.

Amazon provides AMIs with updated and compatible builds of the NVIDIA kernel drivers for each official
kernel upgrade in the AWS Marketplace. If you decide to use a different NVIDIA driver version than

the one that Amazon provides, or decide to use a kernel that's not an official Amazon build, you must
uninstall the Amazon-provided NVIDIA packages from your system to avoid conflicts with the versions of
the drivers that you are trying to install.

Use this command to uninstall Amazon-provided NVIDIA packages:

[ec2-user ~]% sudo yum erase nvidia cuda

The Amazon-provided CUDA toolkit package has dependencies on the NVIDIA drivers. Uninstalling the
NVIDIA packages erases the CUDA toolkit. You must reinstall the CUDA toolkit after installing the NVIDIA
driver.

Downloading the NVIDIA GRID Driver (G3)

For G3 instances, you can download the NVIDIA GRID driver from Amazon S3 using the AWS CLI or
SDKs. To install the AWS CLI, see Installing the AWS Command Line Interface in the AWS Command
Line Interface User Guide. Be sure to configure the AWS CLI to use your AWS credentials. For more
information, see Quick Configuration in the AWS Command Line Interface User Guide.

Important

This download is available to AWS customers only. By downloading, you agree to use the
downloaded software only to develop AMiIs for use with the NVIDIA Tesla M60 hardware. Upon
installation of the software, you are bound by the terms of the NVIDIA GRID Cloud End User
License Agreement.
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Use the following AWS CLI command to download the latest driver:

[ec2-user ~]$ aws s3 cp --recursive s3://ec2-linux-nvidia-drivers/latest/ .

Multiple versions of the NVIDIA GRID driver are stored in this bucket. You can see all of the available
versions with the following command:

[ec2-user ~]$ aws s3 1ls --recursive s3://ec2-linux-nvidia-drivers/

Downloading a Public NVIDIA Driver (G2, P2, P3)

For instance types other than G3, or if you are not using NVIDIA GRID functionality on a G3 instance, you
can download the public NVIDIA drivers.

Download the 64-bit NVIDIA driver appropriate for your instance type from http://www.nvidia.com/
Download/Find.aspx.

Instances Product Type Product Series Product
G2 GRID GRID Series GRID K520
P2 Tesla K-Series K-80

P3 Tesla V-Series V100

For more information about installing and configuring the driver, choose the ADDITIONAL
INFORMATION tab on the download page for the driver on the NVIDIA website and choose the README
link.

Installing the NVIDIA Driver Manually

If you are using an AMI that does not have the required NVIDIA driver, you can install the driver on your
instance.

To install the NVIDIA driver
1. Update your package cache and get necessary package updates for your instance.

o For Amazon Linux, CentOS, and Red Hat Enterprise Linux:

[ec2-user ~]$ sudo yum update -y

For Ubuntu and Debian:

[ec2-user ~]%$ sudo apt-get update -y

2. (Ubuntu 16.04 and later, with the 1inux-aws package) Upgrade the 1inux-aws package to receive
the latest version.

[ec2-user ~]$ sudo apt-get upgrade -y linux-aws

3. Reboot your instance to load the latest kernel version.

[ec2-user ~]$% sudo reboot

4. Reconnect to your instance after it has rebooted.
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5. Install the gcc compiler and the kernel headers package for the version of the kernel you are
currently running.

« For Amazon Linux, CentOS, and Red Hat Enterprise Linux:

[ec2-user ~]% sudo yum install -y gcc kernel-devel-$(uname -r)

For Ubuntu and Debian:

[ec2-user ~]% sudo apt-get install -y gcc make linux-headers-$(uname -r)

6. Disable the nouveau open source driver for NVIDIA graphics cards.

a. Add nouveau to the /etc/modprobe.d/blacklist.conf blacklist file. Copy the following
code block and paste it into a terminal.

[ec2-user ~]$ cat << EOF | sudo tee --append /etc/modprobe.d/blacklist.conf
blacklist vgaléfb

blacklist nouveau

blacklist rivafb

blacklist nvidiafb

blacklist rivatv

EOF

b. Editthe /etc/default/grub file and add the following line:

GRUB_CMDLINE_LINUX="rdblacklist=nouveau"

¢. Rebuild the Grub configuration.

o For CentOS and Red Hat Enterprise Linux:

[ec2-user ~]$ sudo grub2-mkconfig -o /boot/grub2/grub.cfg

For Ubuntu and Debian:

[ec2-user ~]% sudo update-grub

7. Download the driver package that you identified earlier as follows.

« For P2 and P3 instances, the following command downloads the NVIDIA driver, where xxx.xxx
represents the version of the NVIDIA driver.

[ec2-user ~]% wget http://us.download.nvidia.com/tesla/xxx.xxx/NVIDIA-Linux-
xX86_64-XXX.XXX.run

« For G2 instances, the following command downloads the NVIDIA driver, where xxx.xxx represents
the version of the NVIDIA driver.

[ec2-user ~]$% wget http://us.download.nvidia.com/XFree86/Linux-x86_64/xxx.xxx/NVIDIA-
Linux-x86_64-XXX.XXX.run

« For G3 instances, you can download the driver from Amazon S3 using the AWS CLI or SDKs. To
install the AWS CLI, see Installing the AWS Command Line Interface in the AWS Command Line
Interface User Guide. Use the following AWS CLI command to download the latest driver:

[ec2-user ~]$ aws s3 cp --recursive s3://ec2-linux-nvidia-drivers/latest/ .
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Important

This download is available to AWS customers only. By downloading, you agree to use the
downloaded software only to develop AMiIs for use with the NVIDIA Tesla M60 hardware.
Upon installation of the software, you are bound by the terms of the NVIDIA GRID Cloud
End User License Agreement.

Multiple versions of the NVIDIA GRID driver are stored in this bucket. You can see all of the
available versions with the following command:

[ec2-user ~]% aws s3 1ls --recursive s3://ec2-linux-nvidia-drivers/

8. Run the self-install script to install the NVIDIA driver that you downloaded in the previous step. For
example:

[ec2-user ~]$ sudo /bin/sh ./NVIDIA-Linux-x86_64*.run

When prompted, accept the license agreement and specify the installation options as required (you
can accept the default options).

9. Reboot the instance.

[ec2-user ~]$ sudo reboot

10. Confirm that the driver is functional. The response for the following command lists the installed
NVIDIA driver version and details about the GPUs.

Note
This command may take several minutes to run.

[ec2-user ~]$ nvidia-smi -q | head

11. [G3 instances only] To enable NVIDIA GRID Virtual Applications on a G3 instance, complete the GRID
activation steps in Activate NVIDIA GRID Virtual Applications (G3 Instances Only) (p. 244) (NVIDIA
GRID Virtual Workstation is enabled by default).

12. [P2, P3, and G3 instances] Complete the optimization steps in Optimizing GPU Settings (p. 245) to
achieve the best performance from your GPU.

Activate NVIDIA GRID Virtual Applications (G3 Instances Only)

To activate the GRID Virtual Applications on G3 instances (NVIDIA GRID Virtual Workstation is enabled by
default), you must define the product type for the driver in the /etc/nvidia/gridd. conf file.

To activate GRID Virtual Applications on G3 Linux instances

1. Create the /etc/nvidia/gridd.conf file from the provided template file.

[ec2-user ~]$% sudo cp /etc/nvidia/gridd.conf.template /etc/nvidia/gridd.conf

2. Openthe /etc/nvidia/gridd.conf file in your favorite text editor.
3. Find the FeatureType line, and set it equal to 0. Then add a line with IgnoreSP=TRUE.

FeatureType=0
IgnoreSP=TRUE

4. Save the file and exit.
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5. Reboot the instance to pick up the new configuration.

[ec2-user ~]$% sudo reboot

Optimizing GPU Settings

There are several GPU setting optimizations that you can perform to achieve the best performance

on G3, P2, and P3 instances. By default, the NVIDIA driver uses an autoboost feature, which varies

the GPU clock speeds. By disabling the autoboost feature and setting the GPU clock speeds to their
maximum frequency, you can consistently achieve the maximum performance with your GPU instances.
The following procedure helps you to configure the GPU settings to be persistent, disable the autoboost
feature, and set the GPU clock speeds to their maximum frequency.

To optimize GPU settings

1. Configure the GPU settings to be persistent. This command can take several minutes to run.

[ec2-user ~]$% sudo nvidia-persistenced

2. Disable the autoboost feature for all GPUs on the instance.

[ec2-user ~]$%$ sudo nvidia-smi --auto-boost-default=0

Note
GPUs on P3 instances do not support autoboost.

3. Set all GPU clock speeds to their maximum frequency. Use the memory and graphics clock speeds
specified in the following commands.

Note

Some versions of the NVIDIA driver do not allow setting application clock speed and throw
a"Setting applications clocks is not supported for GPU .." error, which
you can ignore.

¢ G3instances:

[ec2-user ~]$ sudo nvidia-smi -ac 2505,1177

P2 instances:

[ec2-user ~]% sudo nvidia-smi -ac 2505,875

P3 instances:

[ec2-user ~]% sudo nvidia-smi -ac 877,1530

Getting Started with FPGA Development

The FPGA Developer AMI provides the tools for developing, testing, and building AFls. You can use the
FPGA Developer AMI on any EC2 instance with at least 32 GB of system memory (for example, C5, M4,
and R4 instances).

For more information, see the documentation for the AWS FPGA Hardware Development Kit.
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Changing the Instance Type

As your needs change, you might find that your instance is over-utilized (the instance type is too small)
or under-utilized (the instance type is too large). If this is the case, you can change the size of your
instance. For example, if your t2.micro instance is too small for its workload, you can change it to
another instance type that is appropriate for the workload.

You might also want to migrate from a previous generation instance type to a current generation
instance type to take advantage of some features; for example, support for IPv6.

If the root device for your instance is an EBS volume, you can change the size of the instance simply by
changing its instance type, which is known as resizing it. If the root device for your instance is an instance
store volume, you must migrate your application to a new instance with the instance type that you need.
For more information about root device volumes, see Storage for the Root Device (p. 93).

When you resize an instance, you must select an instance type that is compatible with the configuration
of the instance. If the instance type that you want is not compatible with the instance configuration you
have, then you must migrate your application to a new instance with the instance type that you need.

Important

When you resize an instance, the resized instance usually has the same number of instance store
volumes that you specified when you launched the original instance. With instance types that
support NVMe instance store volumes (which are available by default), the resized instance
might have additional instance store volumes, depending on the AMI. Otherwise, you can
migrate your application to an instance with a new instance type manually, specifying the
number of instance store volumes that you need when you launch the new instance.

Contents
« Compatibility for Resizing Instances (p. 246)
« Resizing an Amazon EBS-backed Instance (p. 247)
« Migrating an Instance Store-backed Instance (p. 248)
» Migrating to a New Instance Configuration (p. 249)

Compatibility for Resizing Instances

You can resize an instance only if its current instance type and the new instance type that you want are
compatible in the following ways:

« Virtualization type: Linux AMIs use one of two types of virtualization: paravirtual (PV) or hardware
virtual machine (HVM). You can't resize an instance that was launched from a PV AMI to an instance
type that is HVM only. For more information, see Linux AMI Virtualization Types (p. 95). To check the
virtualization type of your instance, see the Virtualization field on the details pane of the Instances
screen in the Amazon EC2 console.

« Architecture: AMlIs are specific to the architecture of the processor, so you must select an instance type
with the same processor architecture as the current instance type. For example:

« A1l instances are the only instances that support processors based on the Arm architecture. If you
are resizing an instance type with a processor based on the Arm architecture, you are limited to the
instance types that support a processor based on the Arm architecture.

« The following instance types are the only instance types that support 32-bit AMIs: t2.nano,
t2.micro, t2.small, t2.medium, c3.large, tl.micro, ml.small, m1.medium, and
cl.medium. If you are resizing a 32-bit instance, you are limited to these instance types.

« Network: Newer instance types must be launched in a VPC. Therefore, you can't resize an instance in
the EC2-Classic platform to a instance type that is available only in a VPC unless you have a nondefault
VPC. To check whether your instance is in a VPC, check the VPC ID value on the details pane of the
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Instances screen in the Amazon EC2 console. For more information, see Migrating from a Linux
Instance in EC2-Classic to a Linux Instance in a VPC (p. 796).

Enhanced networking: Instance types that support enhanced networking (p. 729) require

the necessary drivers installed. For example, the A1, C5, C5d, C5n, 13en, M5, M5a, M5ad, M5d,
p3dn.24xlarge, R5, R53, R5ad, R5d, T3, T3a, and z1d instance types require EBS-backed AMIs with
the Elastic Network Adapter (ENA) drivers installed. To resize an existing instance to an instance
type that supports enhanced networking, you must first install the ENA drivers (p. 730) or ixgbevf
drivers (p. 742) on your instance, as appropriate.

NVMe: EBS volumes are exposed as NVMe block devices on Nitro-based instances (p. 176). If you

resize an instance from an instance type that does not support NVMe to an instance type that supports
NVMe, you must first install the NVMe drivers (p. 892) on your instance. Also, the device names for
devices that you specify in the block device mapping are renamed using NVMe device names (/dev/
nvme[ 0-26 ]n1l). Therefore, to mount file systems at boot time using /etc/£stab, you must use
UUID/Label instead of device names.

AMI: For information about the AMIs required by instance types that support enhanced networking
and NVMe, see the Release Notes in the following documentation:

« General Purpose Instances (p. 180)

« Compute Optimized Instances (p. 217)
« Memory Optimized Instances (p. 221)
« Storage Optimized Instances (p. 229)

Resizing an Amazon EBS-backed Instance

You must stop your Amazon EBS-backed instance before you can change its instance type. When you
stop and start an instance, be aware of the following:

We move the instance to new hardware; however, the instance ID does not change.

If your instance has a public IPv4 address, we release the address and give it a new public IPv4 address.
The instance retains its private IPv4 addresses, any Elastic IP addresses, and any IPv6 addresses.

If your instance is in an Auto Scaling group, the Amazon EC2 Auto Scaling service marks the stopped
instance as unhealthy, and may terminate it and launch a replacement instance. To prevent this,

you can suspend the scaling processes for the group while you're resizing your instance. For more
information, see Suspending and Resuming Scaling Processes in the Amazon EC2 Auto Scaling User
Guide.

If your instance is in a cluster placement group (p. 765) and, after changing the instance type, the
instance start fails, try the following: stop all the instances in the cluster placement group, change
the instance type for the affected instance, and then restart all the instances in the cluster placement
group.

Ensure that you plan for downtime while your instance is stopped. Stopping and resizing an instance
may take a few minutes, and restarting your instance may take a variable amount of time depending
on your application's startup scripts.

For more information, see Stop and Start Your Instance (p. 470).

Use the following procedure to resize an Amazon EBS-backed instance using the AWS Management
Console.

To resize an Amazon EBS-backed instance

1.

(Optional) If the new instance type requires drivers that are not installed on the existing instance,
you must connect to your instance and install the drivers first. For more information, see
Compatibility for Resizing Instances (p. 246).

Open the Amazon EC2 console.
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10.

In the navigation pane, choose Instances.
Select the instance and choose Actions, Instance State, Stop.
In the confirmation dialog box, choose Yes, Stop. It can take a few minutes for the instance to stop.

With the instance still selected, choose Actions, Instance Settings, Change Instance Type. This
action is disabled if the instance state is not stopped.

In the Change Instance Type dialog box, do the following:

a. From Instance Type, select the instance type that you want. If the instance type that you want
does not appear in the list, then it is not compatible with the configuration of your instance (for
example, because of virtualization type). For more information, see Compatibility for Resizing
Instances (p. 246).

b. (Optional) If the instance type that you selected supports EBS—optimization, select EBS-
optimized to enable EBS—optimization or deselect EBS-optimized to disable EBS—optimization.
If the instance type that you selected is EBS—-optimized by default, EBS-optimized is selected
and you can't deselect it.

c. Choose Apply to accept the new settings.
To restart the stopped instance, select the instance and choose Actions, Instance State, Start.

In the confirmation dialog box, choose Yes, Start. It can take a few minutes for the instance to enter
the running state.

(Troubleshooting) If your instance won't boot, it is possible that one of the requirements for the new
instance type was not met. For more information, see Why is my Linux instance not booting after |
changed its type?

Migrating an Instance Store-backed Instance

When you want to move your application from one instance store-backed instance to an instance store-
backed instance with a different instance type, you must migrate it by creating an image from your
instance, and then launching a new instance from this image with the instance type that you need.

To ensure that your users can continue to use the applications that you're hosting on your instance
uninterrupted, you must take any Elastic IP address that you've associated with your original instance
and associate it with the new instance. Then you can terminate the original instance.

To migrate an instance store-backed instance

1.

Back up any data on your instance store volumes that you need to keep to persistent storage.
To migrate data on your EBS volumes that you need to keep, take a snapshot of the volumes
(see Creating Amazon EBS Snapshots (p. 849)) or detach the volume from the instance so

that you can attach it to the new instance later (see Detaching an Amazon EBS Volume from an
Instance (p. 844)).

Create an AMI from your instance store-backed instance by satisfying the prerequisites and following
the procedures in Creating an Instance Store-Backed Linux AMI (p. 115). When you are finished
creating an AMI from your instance, return to this procedure.

Open the Amazon EC2 console and in the navigation pane, choose AMIs. From the filter lists, choose
Owned by me, and choose the image that you created in the previous step. Notice that AMI Name is
the name that you specified when you registered the image and Source is your Amazon S3 bucket.

Note
If you do not see the AMI that you created in the previous step, make sure that you have
selected the Region in which you created your AMI.

Choose Launch. When you specify options for the instance, be sure to select the new instance type
that you want. If the instance type that you want can't be selected, then it is not compatible with
configuration of the AMI that you created (for example, because of virtualization type). You can also
specify any EBS volumes that you detached from the original instance.
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It can take a few minutes for the instance to enter the running state.

5. (Optional) You can terminate the instance that you started with, if it's no longer needed. Select the
instance and verify that you are about to terminate the original instance, not the new instance (for
example, check the name or launch time). Choose Actions, Instance State, Terminate.

Migrating to a New Instance Configuration

If the current configuration of your instance is incompatible with the new instance type that you want,
then you can't resize the instance to that instance type. Instead, you can migrate your application to a
new instance with a configuration that is compatible with the new instance type that you want.

If you want to move from an instance launched from a PV AMI to an instance type that is HVM only, the
general process is as follows:

To migrate your application to a compatible instance

1. Back up any data on your instance store volumes that you need to keep to persistent storage.
To migrate data on your EBS volumes that you need to keep, create a snapshot of the volumes
(see Creating Amazon EBS Snapshots (p. 849)) or detach the volume from the instance so
that you can attach it to the new instance later (see Detaching an Amazon EBS Volume from an
Instance (p. 844)).

2. Launch a new instance, selecting the following:

« An HVM AML.
« The HVM only instance type.

« If you are using an Elastic IP address, select the VPC that the original instance is currently running
in.

« Any EBS volumes that you detached from the original instance and want to attach to the new
instance, or new EBS volumes based on the snapshots that you created.

« If you want to allow the same traffic to reach the new instance, select the security group that is
associated with the original instance.

3. Install your application and any required software on the instance.
Restore any data that you backed up from the instance store volumes of the original instance.
5. If you are using an Elastic IP address, assign it to the newly launched instance as follows:

a. Inthe navigation pane, choose Elastic IPs.

Select the Elastic IP address that is associated with the original instance and choose Actions,
Disassociate address. When prompted for confirmation, choose Disassociate address.

c.  With the Elastic IP address still selected, choose Actions, Associate address.
d. From Instance, select the new instance, and then choose Associate.

6. (Optional) You can terminate the original instance if it's no longer needed. Select the instance and
verify that you are about to terminate the original instance, not the new instance (for example,
check the name or launch time). Choose Actions, Instance State, Terminate.

Instance Purchasing Options

Amazon EC2 provides the following purchasing options to enable you to optimize your costs based on
your needs:

« On-Demand Instances — Pay, by the second, for the instances that you launch.
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« Reserved Instances — Purchase, at a significant discount, instances that are always available, for a term
from one to three years.

« Scheduled Instances - Purchase instances that are always available on the specified recurring
schedule, for a one-year term.

« Spot Instances — Request unused EC2 instances, which can lower your Amazon EC2 costs significantly.

« Dedicated Hosts — Pay for a physical host that is fully dedicated to running your instances, and bring
your existing per-socket, per-core, or per-VM software licenses to reduce costs.

« Dedicated Instances — Pay, by the hour, for instances that run on single-tenant hardware.

« Capacity Reservations — Reserve capacity for your EC2 instances in a specific Availability Zone for any
duration.

If you require a capacity reservation, purchase Reserved Instances or Capacity Reservations for a specific
Availability Zone, or purchase Scheduled Instances. Spot Instances are a cost-effective choice if you

can be flexible about when your applications run and if they can be interrupted. Dedicated Hosts or
Dedicated Instances can help you address compliance requirements and reduce costs by using your
existing server-bound software licenses. For more information, see Amazon EC2 Pricing.

Contents
« Determining the Instance Lifecycle (p. 250)
« Reserved Instances (p. 251)
« Scheduled Reserved Instances (p. 288)
« Spot Instances (p. 292)
« Dedicated Hosts (p. 355)
« Dedicated Instances (p. 374)
« On-Demand Capacity Reservations (p. 379)

Determining the Instance Lifecycle

The lifecycle of an instance starts when it is launched and ends when it is terminated. The purchasing
option that you choose affects the lifecycle of the instance. For example, an On-Demand Instance runs
when you launch it and ends when you terminate it. A Spot Instance runs as long as capacity is available
and your maximum price is higher than the Spot price. You can launch a Scheduled Instance during its
scheduled time period; Amazon EC2 launches the instances and then terminates them three minutes
before the time period ends.

Use the following procedure to determine the lifecycle of an instance.

To determine the instance lifecycle using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Instances.
Select the instance.

P UwunN =

On the Description tab, find Tenancy. If the value is host, the instance is running on a Dedicated
Host. If the value is dedicated, the instance is a Dedicated Instance.

5. On the Description tab, find Lifecycle. If the value is spot, the instance is a Spot Instance. If the
value is scheduled, the instance is a Scheduled Instance. If the value is normal, the instance is
either an On-Demand Instance or a Reserved Instance.

6. (Optional) If you have purchased a Reserved Instance and want to verify that it is being applied,
you can check the usage reports for Amazon EC2. For more information, see Amazon EC2 Usage
Reports (p. 987).
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To determine the instance lifecycle using the AWS CLI

Use the following describe-instances command:

aws ec2 describe-instances --instance-ids i-1234567890abcdef0

If the instance is running on a Dedicated Host, the output contains the following information:

"Tenancy": "host"

If the instance is a Dedicated Instance, the output contains the following information:

"Tenancy": "dedicated"

If the instance is a Spot Instance, the output contains the following information:

"InstanceLifecycle": "spot"

If the instance is a Scheduled Instance, the output contains the following information:

"InstanceLifecycle": "scheduled"

Otherwise, the output does not contain InstancelLifecycle.

Reserved Instances

Reserved Instances provide you with a significant discount compared to On-Demand Instance pricing.
Reserved Instances are not physical instances, but rather a billing discount applied to the use of On-
Demand Instances in your account. These On-Demand Instances must match certain attributes in order

to benefit from the billing discount.

The following diagram shows a basic overview of purchasing and using Reserved Instances.
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In this scenario, you have a running On-Demand Instance (T2) in your account, for which you're currently
paying On-Demand rates. You purchase a Reserved Instance that matches the attributes of your running
instance, and the billing benefit is immediately applied. Next, you purchase a Reserved Instance for

a C4 instance. You do not have any running instances in your account that match the attributes of

this Reserved Instance. In the final step, you launch an instance that matches the attributes of the C4
Reserved Instance, and the billing benefit is immediately applied.

Key Variables That Determine Reserved Instance Pricing

The Reserved Instance pricing is determined by the following key variables.

Instance Attributes

A Reserved Instance has four instance attributes that determine its price. The attributes also determine
how the Reserved Instance is applied to a running instance in your account.

« Instance type: For example, m4 . large. This is composed of the instance family (m4) and the instance
size (large).

« Scope: Whether the Reserved Instance applies to a Region (regional Reserved Instance) or specific
Availability Zone (zonal Reserved Instance). For more information, see Regional and Zonal Reserved
Instances (Scope) (p. 253).

« Tenancy: Whether your instance runs on shared (default) or single-tenant (dedicated) hardware. For
more information, see Dedicated Instances (p. 374).

« Platform: The operating system; for example, Windows or Linux/Unix. For more information, see
Choosing a Platform (p. 265).

Reserved Instances do not renew automatically; when they expire, you can continue using the EC2
instance without interruption, but you are charged On-Demand rates. In the above example, when the
Reserved Instances that cover the T2 and C4 instances expire, you go back to paying the On-Demand
rates until you terminate the instances or purchase new Reserved Instances that match the instance
attributes.

Term Commitment

You can purchase a Reserved Instance for a one-year or three-year commitment, with the three-year
commitment offering a bigger discount.

« One-year: A year is defined as 31536000 seconds (365 days).
« Three-year: Three years is defined as 94608000 seconds (1095 days).

Payment Options
The following payment options are available for Reserved Instances:

« All Upfront: Full payment is made at the start of the term, with no other costs or additional hourly
charges incurred for the remainder of the term, regardless of hours used.

« Partial Upfront: A portion of the cost must be paid upfront and the remaining hours in the term are
billed at a discounted hourly rate, regardless of whether the Reserved Instance is being used.

« No Upfront: You are billed a discounted hourly rate for every hour within the term, regardless of
whether the Reserved Instance is being used. No upfront payment is required.

Note

No Upfront Reserved Instances are based on a contractual obligation to pay monthly for the
entire term of the reservation. For this reason, a successful billing history is required before
you can purchase No Upfront Reserved Instances.
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Generally speaking, you can save more money making a higher upfront payment for Reserved
Instances. You can also find Reserved Instances offered by third-party sellers at lower prices and shorter
term lengths on the Reserved Instance Marketplace. For more information, see Reserved Instance
Marketplace (p. 270).

Offering Class

If your computing needs change, you may be able to modify or exchange your Reserved Instance,
depending on the offering class.

« Standard: These provide the most significant discount, but can only be modified.

« Convertible: These provide a lower discount than Standard Reserved Instances, but can be exchanged
for another Convertible Reserved Instance with different instance attributes. Convertible Reserved
Instances can also be modified.

For more information, see Types of Reserved Instances (Offering Classes) (p. 254).

After you purchase a Reserved Instance, you cannot cancel your purchase. However, you may be able to
modify (p. 277), exchange (p. 284), or sell (p. 270) your Reserved Instance if your needs change.

For more information about pricing, see Amazon EC2 Reserved Instances Pricing.

Reserved Instance Limits

There is a limit to the number of Reserved Instances that you can purchase per month. For each
Region you can purchase 20 regional (p. 255) Reserved Instances per month plus an additional 20
zonal (p. 255) Reserved Instances per month for each Availability Zone.

For example, in a Region with three Availability Zones, the limit is 80 Reserved Instances per month:
20 regional Reserved Instances for the Region plus 20 zonal Reserved Instances for each of the three
Availability Zones (20x3=60).

A regional Reserved Instance applies a discount to a running On-Demand Instance. The default On-
Demand Instance limit is 20. You cannot exceed your running On-Demand Instance limit by purchasing
regional Reserved Instances. For example, if you already have 20 running On-Demand Instances, and you
purchase 20 regional Reserved Instances, the 20 regional Reserved Instances are used to apply a discount
to the 20 running On-Demand Instances. If you purchase more regional Reserved Instances, you will not
be able to launch more instances because you have reached your On-Demand Instance limit.

Note

Before purchasing regional Reserved Instances, make sure your On-Demand Instance limit
matches or exceeds the number of regional Reserved Instances you intend to own. If required,
make sure you request an increase to your On-Demand Instance limit before purchasing more
regional Reserved Instances.

A zonal Reserved Instance—a Reserved Instance that is purchased for a specific Availability Zone—
provides capacity reservation as well as a discount. You can exceed your running On-Demand Instance
limit by purchasing zonal Reserved Instances. For example, if you already have 20 running On-Demand
Instances, and you purchase 20 zonal Reserved Instances, you can launch a further 20 On-Demand
Instances that match the specifications of your zonal Reserved Instances, giving you a total of 40 running
instances.

The Amazon EC2 console provides limit information. For more information, see Viewing Your Current
Limits (p. 986).

Regional and Zonal Reserved Instances (Scope)

When you purchase a Reserved Instance, you determine the scope of the Reserved Instance. The scope is
either regional or zonal.
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« Regional: When you purchase a Reserved Instance for a Region, it's referred to as a regional Reserved

Instance.

« Zonal: When you purchase a Reserved Instance for a specific Availability Zone, it's referred to as a

zonal Reserved Instance.

Differences between Regional and Zonal Reserved Instances

The following table highlights some key differences between regional Reserved Instances and zonal

Reserved Instances:

Availability Zone flexibility

Capacity reservation

Instance size flexibility

Regional Reserved Instances

The Reserved Instance discount

applies to instance usage in any

Availability Zone in the specified
Region.

No capacity reservation—a
regional Reserved Instance
does not provide a capacity
reservation.

The Reserved Instance discount
applies to instance usage within
the instance family, regardless of
size. Only supported on Amazon
Linux/Unix Reserved Instances
with default tenancy. For more
information, see Instance

Size Flexibility Determined by
Normalization Factor (p. 255).

Zonal Reserved Instances

No Availability Zone flexibility—
the Reserved Instance discount
applies to instance usage in the
specified Availability Zone only.

A zonal Reserved Instance
provides a capacity reservation
in the specified Availability Zone.

No instance size flexibility—

the Reserved Instance discount
applies to instance usage for the
specified instance type and size
only.

For more information and examples, see How Reserved Instances Are Applied (p. 255).

Types of Reserved Instances (Offering Classes)

When you purchase a Reserved Instance, you can choose between a Standard or Convertible offering
class. The Reserved Instance applies to a single instance type, platform, scope, and tenancy over a
term. If your computing needs change, you may be able to modify or exchange your Reserved Instance,
depending on the offering class. Offering classes may also have additional restrictions or limitations.

The following are the differences between Standard and Convertible offering classes.

Standard Reserved Instance

Some attributes, such as instance size, can be
modified during the term; however, the instance
family cannot be modified. You cannot exchange
a Standard Reserved Instance, only modify it.
For more information, see Modifying Reserved

Instances (p. 277).

Convertible Reserved Instance

Can be exchanged during the term for another
Convertible Reserved Instance with new
attributes including instance family, instance
type, platform, scope, or tenancy. For more
information, see Exchanging Convertible Reserved

Instances (p. 284). You can also modify some
attributes of a Convertible Reserved Instance.
For more information, see Modifying Reserved
Instances (p. 277).
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Standard Reserved Instance Convertible Reserved Instance

Can be sold in the Reserved Instance Marketplace. | Cannot be sold in the Reserved Instance
Marketplace.

Standard and Convertible Reserved Instances can be purchased to apply to instances in a specific
Availability Zone (zonal Reserved Instances), or to instances in a Region (regional Reserved Instances). For
more information and examples, see How Reserved Instances Are Applied (p. 255).

If you want to purchase capacity reservations that recur on a daily, weekly, or monthly basis, a
Scheduled Reserved Instance may meet your needs. For more information, see Scheduled Reserved
Instances (p. 288).

How Reserved Instances Are Applied

If you purchase a Reserved Instance and you already have a running instance that matches the
specifications of the Reserved Instance, the billing benefit is immediately applied. You do not have to
restart your instances. If you do not have an eligible running instance, launch an instance and ensure that
you match the same criteria that you specified for your Reserved Instance. For more information, see
Using Your Reserved Instances (p. 270).

Reserved Instances apply to usage in the same manner, irrespective of the offering type (Standard or
Convertible), and are automatically applied to running On-Demand Instances with matching attributes.

How Zonal Reserved Instances Are Applied

Reserved Instances assigned to a specific Availability Zone provide the Reserved Instance discount

to matching instance usage in that Availability Zone. For example, if you purchase two c4.xlarge
default tenancy Linux/Unix Standard Reserved Instances in Availability Zone us-east-1a, then up to two
c4.xlarge default tenancy Linux/Unix instances running in the Availability Zone us-east-1a can benefit
from the Reserved Instance discount. The attributes (tenancy, platform, Availability Zone, instance type,
and instance size) of the running instances must match that of the Reserved Instances.

How Regional Reserved Instances Are Applied

Regional Reserved Instances are purchased for a Region and provide Availability Zone flexibility. The
Reserved Instance discount applies to instance usage in any Availability Zone in that Region.

Regional Reserved Instances also provide instance size flexibility where the Reserved Instance discount
applies to instance usage within the instance family, regardless of size.

Limitations for instance size flexibility

Instance size flexibility only applies to Reserved Instances that use the Amazon Linux/Unix platform with
default tenancy.

Instance size flexibility does not apply to the following Reserved Instances:

« Reserved Instances that are purchased for a specific Availability Zone (zonal Reserved Instances)
« Reserved Instances with dedicated tenancy

« Reserved Instances for Windows, Windows with SQL Standard, Windows with SQL Server Enterprise,
Windows with SQL Server Web, RHEL, and SLES

Instance Size Flexibility Determined by Normalization Factor

Instance size flexibility is determined by the normalization factor of the instance size. The discount
applies either fully or partially to running instances of the same instance family, depending on the
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instance size of the reservation, in any Availability Zone in the Region. The only attributes that must be
matched are the instance family, tenancy, and platform.

Instance size flexibility is applied from the smallest to the largest instance size within the instance family
based on the normalization factor.

The following table lists the different sizes within an instance family, and the corresponding
normalization factor per hour. This scale is used to apply the discounted rate of Reserved Instances to
the normalized usage of the instance family.

Instance size Normalization factor
nano 0.25
micro 0.5
small 1
medium 2
large 4
xlarge 8
2xlarge 16
3xlarge 24
4xlarge 32
6xlarge 48
8xlarge 64
9xlarge 72
10xlarge 80
12xlarge 96
16xlarge 128
18xlarge 144
24xlarge 192
32xlarge 256

For example, a t2 .medium instance has a normalization factor of 2. If you purchase a t2.medium
default tenancy Amazon Linux/Unix Reserved Instance in the US East (N. Virginia) and you have two
running t2.small instances in your account in that Region, the billing benefit is applied in full to both
instances.
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Or, if you have one t2. large instance running in your account in the US East (N. Virginia) Region, the
billing benefit is applied to 50% of the usage of the instance.

. m ™

t2.medium Regional R

___________ -
%

&

. A

Note

The normalization factor is also applied when modifying Reserved Instances. For more
information, see Modifying Reserved Instances (p. 277).

Normalization Factor for Bare Metal Instances

Instance size flexibility also applies to bare metal instances within the instance family. If you have
regional Amazon Linux/Unix Reserved Instances with shared tenancy on bare metal instances, you can
benefit from the Reserved Instance savings within the same instance family. The opposite is also true: if
you have regional Amazon Linux/Unix Reserved Instances with shared tenancy on instances in the same

family as a bare metal instance, you can benefit from the Reserved Instance savings on the bare metal
instance.

A bare metal instance is the same size as the largest instance within the same instance family. For
example, an i3.metal is the same size as an i3.16x1large, so they have the same normalization factor.
Note

The .metal instance sizes do not have a single normalization factor. They vary based on the
specific instance family.
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Bare metal instance size Normalization factor
c5.metal 192

i3.metal 128

r5.metal 192

r5d.metal 192

zld.metal 96

m5.metal 192

m5d.metal 192

For example, an i3 .metal instance has a normalization factor of 128. If you purchase an i3.metal
default tenancy Amazon Linux/Unix Reserved Instance in the US East (N. Virginia), the billing benefit can
apply as follows:

« If you have one running i3.16xlarge in your account in that Region, the billing benefit is applied in
full to the i3.16x1large instance (i3.16xlarge normalization factor = 128).

 Or, if you have two running i3.8xlarge instances in your account in that Region, the billing benefit is
applied in full to both i3.8xlarge instances (i3.8xlarge normalization factor = 64).

« Or, if you have four running 13.4xlarge instances in your account in that Region, the billing benefit
is applied in full to all four 13.4x1large instances (i3 .4xlarge normalization factor = 32).

The opposite is also true. For example, if you purchase two i13.8xlarge default tenancy Amazon Linux/
Unix Reserved Instances in the US East (N. Virginia), and you have one running i3 .metal instance in
that Region, the billing benefit is applied in full to the i3 .metal instance.

Examples of Applying Reserved Instances

The following scenarios cover the ways in which Reserved Instances are applied.
Example Scenario 1: Reserved Instances in a Single Account

You are running the following On-Demand Instances in account A:

o 4xm3.large Linux, default tenancy instances in Availability Zone us-east-1a
« 2xm4.xlarge Amazon Linux, default tenancy instances in Availability Zone us-east-1b
o 1xc4.xlarge Amazon Linux, default tenancy instances in Availability Zone us-east-1c

You purchase the following Reserved Instances in account A:

o 4xm3.large Linux, default tenancy Reserved Instances in Availability Zone us-east-1a (capacity is
reserved)

« 4 xm4.large Amazon Linux, default tenancy Reserved Instances in Region us-east-1
e 1xc4.large Amazon Linux, default tenancy Reserved Instances in Region us-east-1

The Reserved Instance benefits are applied in the following way:

« The discount and capacity reservation of the four m3. large zonal Reserved Instances is used by the
four m3. large instances because the attributes (instance size, Region, platform, tenancy) between
them match.
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« Them4.large regional Reserved Instances provide Availability Zone and instance size flexibility,
because they are regional Amazon Linux Reserved Instances with default tenancy.

Anm4.large is equivalent to 4 normalized units/hour.

You've purchased four m4 . large regional Reserved Instances, and in total, they are equal to 16
normalized units/hour (4x4). Account A has two m4 . x1arge instances running, which is equivalent to
16 normalized units/hour (2x8). In this case, the four m4 . large regional Reserved Instances provide
the billing benefit to an entire hour of usage of the two m4 . x1arge instances.

« The c4.large regional Reserved Instance in us-east-1 provides Availability Zone and instance size
flexibility, because it is a regional Amazon Linux Reserved Instance with default tenancy, and applies
to the c4.xlarge instance. A c4.large instance is equivalent to 4 normalized units/hour and a
c4.xlarge is equivalent to 8 normalized units/hour.

In this case, the c4.1large regional Reserved Instance provides partial benefit to c4.xlarge usage.
This is because the c4.1large Reserved Instance is equivalent to 4 normalized units/hour of usage,
but the c4.xlarge instance requires 8 normalized units/hour. Therefore, the c4.large Reserved
Instance billing discount applies to 50% of c4.xlarge usage. The remaining c4.xlarge usage is
charged at the On-Demand rate.

Example Scenario 2: Regional Reserved Instances in Linked Accounts

Reserved Instances are first applied to usage within the purchasing account, followed by qualifying usage
in any other account in the organization. For more information, see Reserved Instances and Consolidated
Billing (p. 262). For regional Reserved Instances that offer instance size flexibility, the benefit is applied
from the smallest to the largest instance size within the instance family.

You're running the following On-Demand Instances in account A (the purchasing account):

« 2xm4.xlarge Linux, default tenancy instances in Availability Zone us-east-1a
« 1xm4.2xlarge Linux, default tenancy instances in Availability Zone us-east-1b
e 2xc4.xlarge Linux, default tenancy instances in Availability Zone us-east-1a
« 1xc4.2xlarge Linux, default tenancy instances in Availability Zone us-east-1b

Another customer is running the following On-Demand Instances in account B—a linked account:

« 2xm4.xlarge Linux, default tenancy instances in Availability Zone us-east-1a

You purchase the following regional Reserved Instances in account A:

o 4xm4.xlarge Linux, default tenancy Reserved Instances in Region us-east-1
e 2Xxc4.xlarge Linux, default tenancy Reserved Instances in Region us-east-1

The regional Reserved Instance benefits are applied in the following way:

« The discount of the four m4.x1large Reserved Instances is used by the two m4 .x1large instances
and the single m4 . 2x1large instance in account A (purchasing account). All three instances match
the attributes (instance family, Region, platform, tenancy). The discount is applied to instances in the
purchasing account (account A) first, even though account B (linked account) has two m4 . x1large that
also match the Reserved Instances. There is no capacity reservation because the Reserved Instances are
regional Reserved Instances.

« The discount of the two c4.xlarge Reserved Instances applies to the two c4.xlarge instances,
because they are a smaller instance size than the c4.2xlarge instance. There is no capacity
reservation because the Reserved Instances are regional Reserved Instances.
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Example Scenario 3: Zonal Reserved Instances in a Linked Account

In general, Reserved Instances that are owned by an account are applied first to usage in that account.
However, if there are qualifying, unused Reserved Instances for a specific Availability Zone (zonal
Reserved Instances) in other accounts in the organization, they are applied to the account before regional
Reserved Instances owned by the account. This is done to ensure maximum Reserved Instance utilization
and a lower bill. For billing purposes, all the accounts in the organization are treated as one account. The
following example may help explain this.

You're running the following On-Demand Instance in account A (the purchasing account):

« 1xm4.xlarge Linux, default tenancy instance in Availability Zone us-east-1a

A customer is running the following On-Demand Instance in linked account B:

« 1xm4.xlarge Linux, default tenancy instance in Availability Zone us-east-1b

You purchase the following regional Reserved Instances in account A:

« 1xm4.xlarge Linux, default tenancy Reserved Instance in Region us-east-1

A customer also purchases the following zonal Reserved Instances in linked account C:

« 1xm4.xlarge Linux, default tenancy Reserved Instances in Availability Zone us-east-1a

The Reserved Instance benefits are applied in the following way:

« The discount of the m4 . x1arge zonal Reserved Instance owned by account C is applied to the
m4.xlarge usage in account A.

» The discount of the m4.x1arge regional Reserved Instance owned by account A is applied to the
m4 .xlarge usage in account B.

« If the regional Reserved Instance owned by account A was first applied to the usage in account A, the
zonal Reserved Instance owned by account C remains unused and usage in account B is charged at On-
Demand rates.

For more information, see Reserved Instances in the Billing and Cost Management Report.

How You Are Billed

All Reserved Instances provide you with a discount compared to On-Demand pricing. With Reserved
Instances, you pay for the entire term regardless of actual use. You can choose to pay for your Reserved
Instance upfront, partially upfront, or monthly, depending on the payment option (p. 252) specified for
the Reserved Instance.

When Reserved Instances expire, you are charged On-Demand rates for EC2 instance usage. You can set
up a billing alert to warn you when your bill exceeds a threshold you define. For more information, see
Monitoring Charges with Alerts and Notifications in the AWS Billing and Cost Management User Guide.

Note

The AWS Free Tier is available for new AWS accounts. If you are using the AWS Free Tier to run
Amazon EC2 instances, and you purchase a Reserved Instance, you are charged under standard
pricing guidelines. For information, see AWS Free Tier.

Contents
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« Usage Billing (p. 261)

 Viewing Your Bill (p. 262)

» Reserved Instances and Consolidated Billing (p. 262)
« Reserved Instance Discount Pricing Tiers (p. 262)

Usage Billing

Reserved Instances are billed for every clock-hour during the term that you select, regardless of whether
an instance is running. Each clock-hour starts on the hour (zero minutes and zero seconds past the hour)
of a standard 24-hour clock. For example, 1:00:00 to 1:59:59 is one clock-hour. For more information
about instance states, see Instance Lifecycle (p. 391).

A Reserved Instance billing benefit can be applied to a running instance on a per-second basis. Per-
second billing is available for instances using an open-source Linux distribution, such as Amazon Linux
and Ubuntu. Per-hour billing is used for commercial Linux distributions, such as Red Hat Enterprise Linux
and SUSE Linux Enterprise Server.

A Reserved Instance billing benefit can apply to a maximum of 3600 seconds (one hour) of instance
usage per clock-hour. You can run multiple instances concurrently, but can only receive the benefit of the
Reserved Instance discount for a total of 3600 seconds per clock-hour; instance usage that exceeds 3600
seconds in a clock-hour is billed at the On-Demand rate.

For example, if you purchase one m4 .xlarge Reserved Instance and run four m4 . xlarge instances
concurrently for one hour, one instance is charged at one hour of Reserved Instance usage and the other
three instances are charged at three hours of On-Demand usage.

However, if you purchase one m4 . xlarge Reserved Instance and run four m4 . x1arge instances for 15
minutes (900 seconds) each within the same hour, the total running time for the instances is one hour,
which results in one hour of Reserved Instance usage and 0 hours of On-Demand usage.

1:00 1:15 1:30 1:45

Instance 1 |

Instance 2 |

Instance 3 |

Instance 4

If multiple eligible instances are running concurrently, the Reserved Instance billing benefit is applied
to all the instances at the same time up to a maximum of 3600 seconds in a clock-hour; thereafter, On-
Demand rates apply.

1:00 1:15 1:30 1:45
Instance 1
Instance 2 | |
Instance 3
Instance 4
L w___ —J
Uses Reserved Instance Rate Uses
for first 3600 seconds of use On-Demand Rate

Cost Explorer on the Billing and Cost Management console enables you to analyze the savings against
running On-Demand Instances. The Reserved Instances FAQ includes an example of a list value
calculation.

If you close your AWS account, On-Demand billing for your resources stops. However, if you have any
Reserved Instances in your account, you continue to receive a bill for these until they expire.
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Viewing Your Bill

You can find out about the charges and fees to your account by viewing the AWS Billing and Cost
Management console.
« The Dashboard displays a spend summary for your account.

« On the Bills page, under Details expand the Elastic Compute Cloud section and the Region to get
billing information about your Reserved Instances.

You can view the charges online, or you can download a CSV file.

You can also track your Reserved Instance utilization using the AWS Cost and Usage Report. For
more information, see Reserved Instances under Cost and Usage Report in the AWS Billing and Cost
Management User Guide.

Reserved Instances and Consolidated Billing

The pricing benefits of Reserved Instances are shared when the purchasing account is part of a set of
accounts billed under one consolidated billing payer account. The instance usage across all member
accounts is aggregated in the payer account every month. This is typically useful for companies in which
there are different functional teams or groups; then, the normal Reserved Instance logic is applied to
calculate the bill. For more information, see Consolidated Billing and AWS Organizations in the AWS
Organizations User Guide.

If you close the payer account, any member accounts that benefit from Reserved Instances billing
discounts continue to benefit from the discount until the Reserved Instances expire, or until the member
account is removed.

Reserved Instance Discount Pricing Tiers

If your account qualifies for a discount pricing tier, it automatically receives discounts on upfront and
instance usage fees for Reserved Instance purchases that you make within that tier level from that point
on. To qualify for a discount, the list value of your Reserved Instances in the Region must be $500,000
USD or more.

The following rules apply:
« Pricing tiers and related discounts apply only to purchases of Amazon EC2 Standard Reserved
Instances.

« Pricing tiers do not apply to Reserved Instances for Windows with SQL Server Standard, SQL Server
Web, and SQL Server Enterprise.

« Pricing tiers do not apply to Reserved Instances for Linux with SQL Server Standard, SQL Server Web,
and SQL Server Enterprise.

« Pricing tier discounts only apply to purchases made from AWS. They do not apply to purchases of
third-party Reserved Instances.

« Discount pricing tiers are currently not applicable to Convertible Reserved Instance purchases.

Topics
 Calculating Reserved Instance Pricing Discounts (p. 263)
« Buying with a Discount Tier (p. 263)
» Crossing Pricing Tiers (p. 264)
« Consolidated Billing for Pricing Tiers (p. 264)
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Calculating Reserved Instance Pricing Discounts

You can determine the pricing tier for your account by calculating the list value for all of your Reserved
Instances in a Region. Multiply the hourly recurring price for each reservation by the total number of
hours for the term and add the undiscounted upfront price (also known as the fixed price) listed on the
Reserved Instances pricing page at the time of purchase. Because the list value is based on undiscounted
(public) pricing, it is not affected if you qualify for a volume discount or if the price drops after you buy
your Reserved Instances.

List value = fixed price + (undiscounted recurring hourly price * hours in term)

For example, for a 1-year Partial Upfront t2.small Reserved Instance, assume the upfront price is
$60.00 and the hourly rate is $0.007. This provides a list value of $121.32.

121.32 = 60.00 + (0.007 * 8760)

To view the fixed price values for Reserved Instances using the Amazon EC2 console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Inthe navigation pane, choose Reserved Instances.

Display the Upfront Price column by choosing Show/Hide Columns (the gear-shaped icon) in the
top right corner.

To view the fixed price values for Reserved Instances using the command line

« describe-reserved-instances (AWS CLI)
o Get-EC2Reservedinstance (AWS Tools for Windows PowerShell)
« DescribeReservedInstances (Amazon EC2 API)

Buying with a Discount Tier

When you buy Reserved Instances, Amazon EC2 automatically applies any discounts to the part of your
purchase that falls within a discount pricing tier. You don't need to do anything differently, and you can
buy Reserved Instances using any of the Amazon EC2 tools. For more information, see Buying Reserved
Instances (p. 264).

After the list value of your active Reserved Instances in a Region crosses into a discount pricing tier,
any future purchase of Reserved Instances in that Region are charged at a discounted rate. If a single
purchase of Reserved Instances in a Region takes you over the threshold of a discount tier, then the
portion of the purchase that is above the price threshold is charged at the discounted rate. For more
information about the temporary Reserved Instance IDs that are created during the purchase process,
see Crossing Pricing Tiers (p. 264).

If your list value falls below the price point for that discount pricing tier—for example, if some of your
Reserved Instances expire—future purchases of Reserved Instances in the Region are not discounted.
However, you continue to get the discount applied against any Reserved Instances that were originally
purchased within the discount pricing tier.

When you buy Reserved Instances, one of four possible scenarios occurs:

« No discount—Your purchase within a Region is still below the discount threshold.

« Partial discount—Your purchase within a Region crosses the threshold of the first discount tier. No
discount is applied to one or more reservations and the discounted rate is applied to the remaining
reservations.
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« Full discount—Your entire purchase within a Region falls within one discount tier and is discounted
appropriately.

« Two discount rates—Your purchase within a Region crosses from a lower discount tier to a higher
discount tier. You are charged two different rates: one or more reservations at the lower discounted
rate, and the remaining reservations at the higher discounted rate.

Crossing Pricing Tiers

If your purchase crosses into a discounted pricing tier, you see multiple entries for that purchase: one for
that part of the purchase charged at the regular price, and another for that part of the purchase charged
at the applicable discounted rate.

The Reserved Instance service generates several Reserved Instance IDs because your purchase crossed
from an undiscounted tier, or from one discounted tier to another. There is an ID for each set of
reservations in a tier. Consequently, the ID returned by your purchase CLI command or API action is
different from the actual ID of the new Reserved Instances.

Consolidated Billing for Pricing Tiers

A consolidated billing account aggregates the list value of member accounts within a Region. When

the list value of all active Reserved Instances for the consolidated billing account reaches a discount
pricing tier, any Reserved Instances purchased after this point by any member of the consolidated

billing account are charged at the discounted rate (as long as the list value for that consolidated account
stays above the discount pricing tier threshold). For more information, see Reserved Instances and
Consolidated Billing (p. 262).

Buying Reserved Instances

To purchase a Reserved Instance, search for Reserved Instance offerings from AWS and third-party sellers,
adjusting your search parameters until you find the exact match that you're looking for.

When you search for Reserved Instances to buy, you receive a quote on the cost of the returned offerings.
When you proceed with the purchase, AWS automatically places a limit price on the purchase price. The
total cost of your Reserved Instances won't exceed the amount that you were quoted.

If the price rises or changes for any reason, the purchase is not completed. If, at the time of purchase,
there are offerings similar to your choice but at a lower price, AWS sells you the offerings at the lower
price.

Before you confirm your purchase, review the details of the Reserved Instance that you plan to buy, and
make sure that all the parameters are accurate. After you purchase a Reserved Instance (either from a
third-party seller in the Reserved Instance Marketplace or from AWS), you cannot cancel your purchase.

Note

To purchase and modify Reserved Instances, ensure that your IAM user account has the
appropriate permissions, such as the ability to describe Availability Zones. For information,
see Example Policies for Working With the AWS CLI or an AWS SDK and Example Policies for
Working in the Amazon EC2 Console.

Tasks
» Choosing a Platform (p. 265)
» Buying Standard Reserved Instances (p. 265)
« Buying Convertible Reserved Instances (p. 267)
« Viewing Your Reserved Instances (p. 269)
 Using Your Reserved Instances (p. 270)
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Choosing a Platform

When you purchase a Reserved Instance, you must choose an offering for a platform that represents the
operating system for your instance.

For SUSE Linux and RHEL distributions, you must choose offerings for those specific platforms. For all
other Linux distributions (including Ubuntu), choose an offering for the Linux/UNIX platform. If you
bring your existing RHEL subscription, you must choose an offering for the Linux/UNIX platform, not an
offering for the RHEL platform.

Buying Standard Reserved Instances

You can buy Standard Reserved Instances in a specific Availability Zone and get a capacity reservation.
Alternatively, you can forego the capacity reservation and purchase a regional Standard Reserved
Instance.

To buy Standard Reserved Instances using the Amazon EC2 console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Reserved Instances, Purchase Reserved Instances.
For Offering Class, choose Standard to display Standard Reserved Instances.

To purchase a capacity reservation, choose Only show offerings that reserve capacity in the top-
right corner of the purchase screen. To purchase a regional Reserved Instance, leave the check box
unselected.

PN

5. Select other configurations as needed and choose Search.

Note
To purchase a Standard Reserved Instance from the Reserved Instance Marketplace, look
for 3rd Party in the Seller column in the search results. The Term column displays non-
standard terms.

6. Select the Reserved Instances to purchase, enter the quantity, and choose Add to Cart.

7. To see a summary of the Reserved Instances that you selected, choose View Cart.

8. To complete the order, choose Purchase.

Note
If, at the time of purchase, there are offerings similar to your choice but with a lower price,
AWS sells you the offerings at the lower price.

9. The status of your purchase is listed in the State column. When your order is complete, the State
value changes from payment-pending to active. When the Reserved Instance is active, it is
ready to use.

Note
If the status goes to retired, AWS may not have received your payment.

To buy a Standard Reserved Instance using the AWS CLI

1. Find available Reserved Instances using the describe-reserved-instances-offerings command. Specify
standard for the --offering-class parameter to return only Standard Reserved Instances.
You can apply additional parameters to narrow your results; for example, if you want to purchase
aregional t2.large Reserved Instance with a default tenancy for Linux/UNIX for a 1-year term
only:

aws ec2 describe-reserved-instances-offerings --instance-type t2.large --offering-
class standard --product-description "Linux/UNIX" --instance-tenancy default --filters
Name=duration,Values=31536000 Name=scope,Values=Region
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"ReservedInstancesOfferings": [

{

"standard",
"No Upfront",

"OfferingClass":
"OfferingType":
"ProductDescription":
"InstanceTenancy": "default",
"PricingDetails": [],
"UsagePrice": 0.0,
"RecurringCharges": [
{
"Amount": 0.0672,
"Frequency": "Hourly"
}
1,
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 0.0,
"Duration": 31536000,
"Scope": "Region",

"ReservedInstancesOfferingId":

"InstanceType": "t2.large"

"OfferingClass": "standard",
"OfferingType":
"ProductDescription":
"InstanceTenancy": "default",
"PricingDetails": [],
"UsagePrice": 0.0,
"RecurringCharges": [
{
"Amount": 0.032,
"Frequency": "Hourly"
}
1,
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 280.0,
"Duration": 31536000,
"Scope": "Region",

"ReservedInstancesOfferingId":

"InstanceType": "t2.large"

"OfferingClass": "standard",
"OfferingType":
"ProductDescription":
"InstanceTenancy": "default",
"PricingDetails": [],
"UsagePrice": 0.0,
"RecurringCharges": [],
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 549.0,
"Duration": 31536000,
"Scope": "Region",

"ReservedInstancesOfferingId":

"InstanceType": "t2.large"

"All Upfront",
"Linux/UNIX",

"Linux/UNIX",

"bec624df-a8cc-4aad-a72f-4f8abc34caf2",

"Partial Upfront",
"Linux/UNIX",

"6bl5a842-3acb-4320-bd55-fa43a79£f3fe3",

"5062dc97-d284-417b-b09%9e-8abedle5al83",
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To find Reserved Instances on the Reserved Instance Marketplace only, use the marketplace filter
and do not specify a duration in the request, as the term may be shorter than a 1- or 3-year term.

aws ec2 describe-reserved-instances-offerings --instance-type t2.large --offering-
class standard --product-description "Linux/UNIX" --instance-tenancy default --filters
Name-marketplace,Values=true

When you find a Reserved Instance that meets your needs, take note of the
ReservedInstancesOfferingId.

2. Use the purchase-reserved-instances-offering command to buy your Reserved Instance. You must
specify the Reserved Instance offering ID you obtained the previous step and you must specify the
number of instances for the reservation.

aws ec2 purchase-reserved-instances-offering --reserved-instances-offering-id ec06327e-
dd07-46ee-9398-75b5fexample --instance-count 1

3. Use the describe-reserved-instances command to get the status of your Reserved Instance.

aws ec2 describe-reserved-instances

Alternatively, use the following AWS Tools for Windows PowerShell commands:

o Get-EC2ReservedinstancesOffering
« New-EC2ReservedInstance
o Get-EC2Reservedinstance

If you already have a running instance that matches the specifications of the Reserved Instance, the
billing benefit is immediately applied. You do not have to restart your instances. If you do not have

a suitable running instance, launch an instance and ensure that you match the same criteria that you
specified for your Reserved Instance. For more information, see Using Your Reserved Instances (p. 270).

For examples of how Reserved Instances are applied to your running instances, see How Reserved
Instances Are Applied (p. 255).

Buying Convertible Reserved Instances

You can buy Convertible Reserved Instances in a specific Availability Zone and get a capacity reservation.
Alternatively, you can forego the capacity reservation and purchase a regional Convertible Reserved
Instance.

To buy Convertible Reserved Instances using the Amazon EC2 console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Reserved Instances, Purchase Reserved Instances.
For Offering Class, choose Convertible to display Convertible Reserved Instances.

AwnN =

To purchase a capacity reservation, choose Only show offerings that reserve capacity in the top-
right corner of the purchase screen. To purchase a regional Reserved Instance, leave the check box
unselected.

Select other configurations as needed and choose Search.

Select the Convertible Reserved Instances to purchase, enter the quantity, and choose Add to Cart.
To see a summary of your selection, choose View Cart.

To complete the order, choose Purchase.

© N o wnm
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Note
If, at the time of purchase, there are offerings similar to your choice but with a lower price,
AWS sells you the offerings at the lower price.

The status of your purchase is listed in the State column. When your order is complete, the State
value changes from payment-pending to active. When the Reserved Instance is active, it is
ready to use.

Note
If the status goes to retired, AWS may not have received your payment.

To buy a Convertible Reserved Instance using the AWS CLI

1.

Find available Reserved Instances using the describe-reserved-instances-offerings command.
Specify convertible for the --offering-class parameter to return only Convertible Reserved
Instances. You can apply additional parameters to narrow your results; for example, if you want to
purchase a regional t2.large Reserved Instance with a default tenancy for Linux/UNIX:

aws ec2 describe-reserved-instances-offerings --instance-type t2.large --offering-
class convertible --product-description "Linux/UNIX" --instance-tenancy default --
filters Name=scope,Values=Region

"ReservedInstancesOfferings": [
{
"OfferingClass": "convertible",
"OfferingType": "No Upfront",
"ProductDescription": "Linux/UNIX",
"InstanceTenancy": "default",
"PricingDetails": [],
"UsagePrice": 0.0,
"RecurringCharges": [
{
"Amount": 0.0556,
"Frequency": "Hourly"
}

1,
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 0.0,
"Duration": 94608000,
"Scope": "Region",
"ReservedInstancesOfferingId": "e242e87b-b75c-4079-8e87-02d53£145204",
"InstanceType": "t2.large"

"OfferingClass": "convertible",
"OfferingType": "Partial Upfront",
"ProductDescription": "Linux/UNIX",
"InstanceTenancy": "default",
"PricingDetails": [],
"UsagePrice": 0.0,
"RecurringCharges": [
{
"Amount": 0.0258,
"Frequency": "Hourly"
}
1,
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 677.0,
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"Duration": 94608000,

"Scope": "Region",

"ReservedInstancesOfferingId": "13486b92-bdd6-4b68-894c-509bcf239ccd",
"InstanceType": "t2.large"

"OfferingClass": "convertible",
"OfferingType": "All Upfront",
"ProductDescription": "Linux/UNIX",
"InstanceTenancy": "default",
"PricingDetails": [],

"UsagePrice": 0.0,
"RecurringCharges": [],
"Marketplace": false,
"CurrencyCode": "USD",
"FixedPrice": 1327.0,

"Duration": 94608000,

"Scope": "Region",
"ReservedInstancesOfferingId": "e0Oec34b-4674-4fb9-a0a9-213296ab93aa",
"InstanceType": "t2.large"

When you find a Reserved Instance that meets your needs, take note of the
ReservedInstancesOfferingId.

2. Use the purchase-reserved-instances-offering command to buy your Reserved Instance. You must
specify the Reserved Instance offering ID you obtained the previous step and you must specify the
number of instances for the reservation.

aws ec2 purchase-reserved-instances-offering --reserved-instances-offering-id ec06327e-
dd07-46ee-9398-75b5fexample --instance-count 1

3. Use the describe-reserved-instances command to get the status of your Reserved Instance.

aws ec2 describe-reserved-instances

Alternatively, use the following AWS Tools for Windows PowerShell commands:

+ Get-EC2ReservedinstancesOffering
« New-EC2Reservedinstance

e Get-EC2Reservedinstance

If you already have a running instance that matches the specifications of the Reserved Instance, the
billing benefit is immediately applied. You do not have to restart your instances. If you do not have

a suitable running instance, launch an instance and ensure that you match the same criteria that you
specified for your Reserved Instance. For more information, see Using Your Reserved Instances (p. 270).

For examples of how Reserved Instances are applied to your running instances, see How Reserved
Instances Are Applied (p. 255).

Viewing Your Reserved Instances

You can view the Reserved Instances you've purchased using the Amazon EC2 console, or a command line
tool.
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To view your Reserved Instances in the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Reserved Instances.
Your active and retired Reserved Instances are listed. The State column displays the state.

PN =

If you are a seller in the Reserved Instance Marketplace the My Listings tab displays the status of a
reservation that's listed in the Reserved Instance Marketplace (p. 270). For more information, see
Reserved Instance Listing States (p. 274).

To view your Reserved Instances using the command line

« describe-reserved-instances (AWS CLI)
o Get-EC2Reservedinstance (Tools for Windows PowerShell)

Using Your Reserved Instances

Reserved Instances are automatically applied to running On-Demand Instances provided that the
specifications match. If you have no running On-Demand Instances that match the specifications of
your Reserved Instance, the Reserved Instance is unused until you launch an instance with the required
specifications.

If you're launching an instance to take advantage of the billing benefit of a Reserved Instance, ensure
that you specify the following information during launch:

« Platform: You must choose an Amazon Machine Image (AMI) that matches the platform (product
description) of your Reserved Instance. For example, if you specified Linux/UNIX, you can launch an
instance from an Amazon Linux AMI or an Ubuntu AMI.

« Instance type: Specify the same instance type as your Reserved Instance; for example, t2.large.

« Availability Zone: If you purchased a Reserved Instance for a specific Availability Zone, you must launch
the instance into the same Availability Zone. If you purchased a regional Reserved Instance, you can
launch your instance into any Availability Zone.

« Tenancy: The tenancy of your instance must match the tenancy of the Reserved Instance; for example,
dedicated or shared. For more information, see Dedicated Instances (p. 374).

For more information, see Launching an Instance Using the Launch Instance Wizard (p. 396). For
examples of how Reserved Instances are applied to your running instances, see How Reserved Instances
Are Applied (p. 255).

You can use Amazon EC2 Auto Scaling or other AWS services to launch the On-Demand Instances that
use your Reserved Instance benefits. For more information, see the Amazon EC2 Auto Scaling User Guide.

Reserved Instance Marketplace

The Reserved Instance Marketplace is a platform that supports the sale of third-party and AWS
customers' unused Standard Reserved Instances, which vary in term lengths and pricing options.

For example, you may want to sell Reserved Instances after moving instances to a new AWS Region,
changing to a new instance type, ending projects before the term expiration, when your business needs
change, or if you have unneeded capacity.

If you want to sell your unused Reserved Instances on the Reserved Instance Marketplace, you must meet
certain eligibility criteria.

Contents
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« Selling on the Reserved Instance Marketplace (p. 271)
« Buying from the Reserved Instance Marketplace (p. 276)

Selling on the Reserved Instance Marketplace

As soon as you list your Reserved Instances in the Reserved Instance Marketplace, they are available
for potential buyers to find. All Reserved Instances are grouped according to the duration of the term
remaining and the hourly price.

To fulfill a buyer's request, AWS first sells the Reserved Instance with the lowest upfront price in the
specified grouping. Then, we sell the Reserved Instance with the next lowest price, until the buyer's
entire order is fulfilled. AWS then processes the transactions and transfers ownership of the Reserved
Instances to the buyer.

You own your Reserved Instance until it's sold. After the sale, you've given up the capacity reservation
and the discounted recurring fees. If you continue to use your instance, AWS charges you the On-
Demand price starting from the time that your Reserved Instance was sold.
Contents

« Restrictions and Limitations (p. 271)

« Registering as a Seller (p. 272)

« Bank Account for Disbursement (p. 272)

o Tax Information (p. 273)

« Pricing Your Reserved Instances (p. 273)

« Listing Your Reserved Instances (p. 274)

» Reserved Instance Listing States (p. 274)

« Lifecycle of a Listing (p. 275)

« After Your Reserved Instance Is Sold (p. 275)

» Getting Paid (p. 276)

« Information Shared with the Buyer (p. 276)

Restrictions and Limitations

Before you can sell your unused reservations, you must register as a seller in the Reserved Instance
Marketplace. For information, see Registering as a Seller (p. 272).

The following limitations and restrictions apply when selling Reserved Instances:

« Only Amazon EC2 Standard Reserved Instances can be sold in the Reserved Instance Marketplace.
Convertible Reserved Instances cannot be sold. There must be at least one month remaining in the
term of the Standard Reserved Instance.

« The minimum price allowed in the Reserved Instance Marketplace is $0.00.

« You can sell No Upfront, Partial Upfront, or All Upfront Reserved Instances in the Reserved Instance
Marketplace. If there is an upfront payment on a Reserved Instance, it can be sold only after AWS has
received the upfront payment and the reservation has been active (you've owned it) for at least 30
days.

« You cannot modify your listing in the Reserved Instance Marketplace directly. However, you can
change your listing by first canceling it and then creating another listing with new parameters. For
information, see Pricing Your Reserved Instances (p. 273). You can also modify your Reserved
Instances before listing them. For information, see Modifying Reserved Instances (p. 277).
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« AWS charges a service fee of 12 percent of the total upfront price of each Standard Reserved Instance
you sell in the Reserved Instance Marketplace. The upfront price is the price the seller is charging for
the Standard Reserved Instance.

« Only Amazon EC2 Standard Reserved Instances can be sold in the Reserved Instance Marketplace.
Other AWS Reserved Instances, such as Amazon RDS and Amazon ElastiCache Reserved Instances
cannot be sold in the Reserved Instance Marketplace.

Registering as a Seller

Note
Only the AWS account root user can register an account as a seller.

To sell in the Reserved Instance Marketplace, you must first register as a seller. During registration, you
provide the following information:

« Bank information—AWS must have your bank information in order to disburse funds collected when
you sell your reservations. The bank you specify must have a US address. For more information, see
Bank Account for Disbursement (p. 272).

« Tax information—All sellers are required to complete a tax information interview to determine any
necessary tax reporting obligations. For more information, see Tax Information (p. 273).

After AWS receives your completed seller registration, you receive an email confirming your registration
and informing you that you can get started selling in the Reserved Instance Marketplace.

Bank Account for Disbursement

AWS must have your bank information in order to disburse funds collected when you sell your Reserved
Instance. The bank you specify must have a US address.

To register a default bank account for disbursements

1. Open the Reserved Instance Marketplace Seller Registration page and sign in using your AWS
credentials.

2. On the Manage Bank Account page, provide the following information about the bank through to
receive payment:
« Bank account holder name
« Routing number
o Account number
« Bank account type

Note
If you are using a corporate bank account, you are prompted to send the information about
the bank account via fax (1-206-765-3424).

After registration, the bank account provided is set as the default, pending verification with the
bank. It can take up to two weeks to verify a new bank account, during which time you can't receive
disbursements. For an established account, it usually takes about two days for disbursements to
complete.

To change the default bank account for disbursement

1. On the Reserved Instance Marketplace Seller Registration page, sign in with the account that you
used when you registered.
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2. On the Manage Bank Account page, add a new bank account or modify the default bank account as
needed.

Tax Information

Your sale of Reserved Instances might be subject to a transaction-based tax, such as sales tax or value-
added tax. You should check with your business's tax, legal, finance, or accounting department to
determine if transaction-based taxes are applicable. You are responsible for collecting and sending the
transaction-based taxes to the appropriate tax authority.

As part of the seller registration process, you must complete a tax interview in the Seller Registration
Portal. The interview collects your tax information and populates an IRS form W-9, W-8BEN, or W-8BEN-
E, which is used to determine any necessary tax reporting obligations.

The tax information you enter as part of the tax interview might differ depending on whether you
operate as an individual or business, and whether you or your business are a US or non-US person or
entity. As you fill out the tax interview, keep in mind the following:

« Information provided by AWS, including the information in this topic, does not constitute tax, legal, or
other professional advice. To find out how the IRS reporting requirements might affect your business,
or if you have other questions, contact your tax, legal, or other professional advisor.

« To fulfill the IRS reporting requirements as efficiently as possible, answer all questions and enter all
information requested during the interview.

« Check your answers. Avoid misspellings or entering incorrect tax identification numbers. They can
result in an invalidated tax form.

Based on your tax interview responses and IRS reporting thresholds, Amazon may file Form 1099-K.
Amazon mails a copy of your Form 1099-K on or before January 31 in the year following the year that
your tax account reaches the threshold levels. For example, if your account reaches the threshold in
2018, your Form 1099-K is mailed on or before January 31, 2019.

For more information about IRS requirements and Form 1099-K, see the IRS website.
Pricing Your Reserved Instances

The upfront fee is the only fee that you can specify for the Reserved Instance that you're selling. The
upfront fee is the one-time fee that the buyer pays when they purchase a Reserved Instance. You cannot
specify the usage fee or the recurring fee; The buyer pays the same usage or recurring fees that were set
when the reservations were originally purchased.

The following are important limits to note:

 You can sell up to $50,000 in Reserved Instances per year. To sell more, complete the Request to
Raise Sales Limit on Amazon EC2 Reserved Instances form.

« The minimum price is $0. The minimum allowed price in the Reserved Instance Marketplace is $0.00.

You cannot modify your listing directly. However, you can change your listing by first canceling it and
then creating another listing with new parameters.

You can cancel your listing at any time, as long as it's in the activestate. You cannot cancel the listing
if it's already matched or being processed for a sale. If some of the instances in your listing are matched
and you cancel the listing, only the remaining unmatched instances are removed from the listing.

Because the value of Reserved Instances decreases over time, by default, AWS can set prices to decrease
in equal increments month over month. However, you can set different upfront prices based on when
your reservation sells.
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For example, if your Reserved Instance has nine months of its term remaining, you can specify the
amount that you would accept if a customer were to purchase that Reserved Instance with nine months
remaining. You could set another price with five months remaining, and yet another price with one
month remaining.

Listing Your Reserved Instances

As a registered seller, you can choose to sell one or more of your Reserved Instances. You can choose
to sell all of them in one listing or in portions. In addition, you can list Reserved Instances with any
configuration of instance type, platform, and scope.

If you cancel your listing and a portion of that listing has already been sold, the cancellation is not
effective on the portion that has been sold. Only the unsold portion of the listing is no longer available
in the Reserved Instance Marketplace.

To list a Reserved Instance in the Reserved Instance Marketplace using the AWS Management
Console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Reserved Instances.
Select the Reserved Instances to list, and choose Sell Reserved Instances.

PN =

On the Configure Your Reserved Instance Listing page, set the number of instances to sell and the
upfront price for the remaining term in the relevant columns. See how the value of your reservation
changes over the remainder of the term by selecting the arrow next to the Months Remaining
column.

5. If you are an advanced user and you want to customize the pricing, you can enter different values for
the subsequent months. To return to the default linear price drop, choose Reset.

6. Choose Continue when you are finished configuring your listing.

7. Confirm the details of your listing, on the Confirm Your Reserved Instance Listing page and if
you're satisfied, choose List Reserved Instance.

To view your listings in the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, choose Reserved Instances.
3. Select the Reserved Instance that you've listed and choose My Listings.

To manage Reserved Instances in the Reserved Instance Marketplace using the AWS CLI

Get a list of your Reserved Instances by using the describe-reserved-instances command.

2. Note the ID of the Reserved Instance you want to list and call create-reserved-instances-listing. You
must specify the ID of the Reserved Instance, the number of instances, and the pricing schedule.

3. To view your listing, use the describe-reserved-instances-listings command.
4. To cancel your listing, use the cancel-reserved-instances-listings command.

Reserved Instance Listing States

Listing State on the My Listings tab of the Reserved Instances page displays the current status of your
listings:

The information displayed by Listing State is about the status of your listing in the Reserved Instance
Marketplace. It is different from the status information that is displayed by the State column in the
Reserved Instances page. This State information is about your reservation.
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« active—The listing is available for purchase.

« canceled—The listing is canceled and isn't available for purchase in the Reserved Instance
Marketplace.

« closed—The Reserved Instance is not listed. A Reserved Instance might be closed because the sale of
the listing was completed.

Lifecycle of a Listing

When all the instances in your listing are matched and sold, the My Listings tab shows that the Total
instance count matches the count listed under Sold. Also, there are no Available instances left for your
listing, and its Status is closed.

When only a portion of your listing is sold, AWS retires the Reserved Instances in the listing and creates
the number of Reserved Instances equal to the Reserved Instances remaining in the count. So, the listing
ID and the listing that it represents, which now has fewer reservations for sale, is still active.

Any future sales of Reserved Instances in this listing are processed this way. When all the Reserved
Instances in the listing are sold, AWS marks the listing as closed.

For example, you create a listing Reserved Instances listing ID 5ec2877 1-05ff-4b9b-aa31-9e57dexample
with a listing count of 5.

The My Listings tab in the Reserved Instance console page displays the listing this way:

Reserved Instance listing ID 5ec28771-05ff-4b9b-aa31-9e57dexample

« Total reservation count = 5
e Sold=0

« Available =5

 Status = active

A buyer purchases two of the reservations, which leaves a count of three reservations still available for
sale. Because of this partial sale, AWS creates a new reservation with a count of three to represent the
remaining reservations that are still for sale.

This is how your listing looks in the My Listings tab:
Reserved Instance listing ID 5ec28771-05ff-4b9b-aa31-9e57dexample

« Total reservation count =5
« Sold=2

o Available=3

 Status = active

If you cancel your listing and a portion of that listing has already sold, the cancelation is not effective
on the portion that has been sold. Only the unsold portion of the listing is no longer available in the
Reserved Instance Marketplace.

After Your Reserved Instance Is Sold

When your Reserved Instance is sold, AWS sends you an email notification. Each day that there is any
kind of activity, you receive one email notification capturing all the activities of the day. For example, you
create or sell a listing, or AWS sends funds to your account.

To track the status of a Reserved Instance listing in the console, choose Reserved Instance, My Listings.
The My Listings tab contains the Listing State value. It also contains information about the term, listing
price, and a breakdown of how many instances in the listing are available, pending, sold, and canceled.
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You can also use the describe-reserved-instances-listings command with the appropriate filter to obtain
information about your listings.

Getting Paid

As soon as AWS receives funds from the buyer, a message is sent to the registered owner account email
for the sold Reserved Instance.

AWS sends an Automated Clearing House (ACH) wire transfer to your specified bank account.
Typically, this transfer occurs between one to three days after your Reserved Instance has been sold.
Disbursements take place once a day. You will receive an email with a disbursement report after the
funds are released. Keep in mind that you can't receive disbursements until AWS receives verification
from your bank. This can take up to two weeks.

The Reserved Instance that you sold continues to appear when you describe your Reserved Instances.

You receive a cash disbursement for your Reserved Instances through a wire transfer directly into your
bank account. AWS charges a service fee of 12 percent of the total upfront price of each Reserved
Instance you sell in the Reserved Instance Marketplace.

Information Shared with the Buyer

When you sell in the Reserved Instance Marketplace, AWS shares your company'’s legal name on the
buyer’s statement in accordance with US regulations. In addition, if the buyer calls AWS Support because
the buyer needs to contact you for an invoice or for some other tax-related reason, AWS may need to
provide the buyer with your email address so that the buyer can contact you directly.

For similar reasons, the buyer's ZIP code and country information are provided to the seller in the
disbursement report. As a seller, you might need this information to accompany any necessary
transaction taxes that you remit to the government (such as sales tax and value-added tax).

AWS cannot offer tax advice, but if your tax specialist determines that you need specific additional
information, contact AWS Support.

Buying from the Reserved Instance Marketplace

You can purchase Reserved Instances from third-party sellers who own Reserved Instances that they no
longer need from the Reserved Instance Marketplace. You can do this using the Amazon EC2 console
or a command line tool. The process is similar to purchasing Reserved Instances from AWS. For more
information, see Buying Reserved Instances (p. 264).

There are a few differences between Reserved Instances purchased in the Reserved Instance Marketplace
and Reserved Instances purchased directly from AWS:

« Term—Reserved Instances that you purchase from third-party sellers have less than a full standard
term remaining. Full standard terms from AWS run for one year or three years.

« Upfront price—Third-party Reserved Instances can be sold at different upfront prices. The usage or
recurring fees remain the same as the fees set when the Reserved Instances were originally purchased
from AWS.

« Types of Reserved Instances—Only Amazon EC2 Standard Reserved Instances can be purchased
from the Reserved Instance Marketplace. Convertible Reserved Instances, Amazon RDS and Amazon
ElastiCache Reserved Instances are not available for purchase on the Reserved Instance Marketplace.

Basic information about you is shared with the seller, for example, your ZIP code and country
information.

This information enables sellers to calculate any necessary transaction taxes that they have to remit to
the government (such as sales tax or value-added tax) and is provided as a disbursement report. In rare
circumstances, AWS might have to provide the seller with your email address, so that they can contact

you regarding questions related to the sale (for example, tax questions).
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For similar reasons, AWS shares the legal entity name of the seller on the buyer's purchase invoice. If you
need additional information about the seller for tax or related reasons, contact AWS Support.

Modifying Reserved Instances

When your computing needs change, you can modify your Standard or Convertible Reserved Instances
and continue to benefit from the billing benefit. You can modify the Availability Zone, scope, network
platform, or instance size (within the same instance family) of your Reserved Instance. To modify a
Reserved Instance, you specify the Reserved Instances that you want to modify, and you specify one or
more target configurations.

Note

You can also exchange a Convertible Reserved Instance for another Convertible Reserved
Instance with a different configuration, including instance family. For more information, see
Exchanging Convertible Reserved Instances (p. 284).

You can modify all or a subset of your Reserved Instances. You can separate your original Reserved
Instances into two or more new Reserved Instances. For example, if you have a reservation for 10
instances in us-east-1a and decide to move 5 instances to us-east-1b, the modification request
results in two new reservations: one for 5 instances in us-east-1a and the other for 5 instances in us-
east-1b.

You can also merge two or more Reserved Instances into a single Reserved Instance. For example, if
you have four t2.small Reserved Instances of one instance each, you can merge them to create one
t2.large Reserved Instance. For more information, see Support For Modifying Instance Sizes (p. 279).

After modification, the benefit of the Reserved Instances is applied only to instances that match the new
parameters. For example, if you change the Availability Zone of a reservation, the capacity reservation
and pricing benefits are automatically applied to instance usage in the new Availability Zone. Instances
that no longer match the new parameters are charged at the On-Demand rate unless your account has
other applicable reservations.

If your modification request succeeds:

« The modified reservation becomes effective immediately and the pricing benefit is applied to the new
instances beginning at the hour of the modification request. For example, if you successfully modify
your reservations at 9:15PM, the pricing benefit transfers to your new instance at 9:00PM. (You can get
the effective date of the modified Reserved Instances by using the DescribeReservedinstances API
action or the describe-reserved-instances command (AWS CLI).

« The original reservation is retired. Its end date is the start date of the new reservation, and the end
date of the new reservation is the same as the end date of the original Reserved Instance. If you
modify a three-year reservation that had 16 months left in its term, the resulting modified reservation
is @ 16-month reservation with the same end date as the original one.

- The modified reservation lists a $0 fixed price and not the fixed price of the original reservation.

Note
The fixed price of the modified reservation does not affect the discount pricing tier calculations
applied to your account, which are based on the fixed price of the original reservation.

If your modification request fails, your Reserved Instances maintain their original configuration, and are
immediately available for another modification request.

There is no fee for modification, and you do not receive any new bills or invoices.

You can modify your reservations as frequently as you like, but you cannot change or cancel a pending
modification request after you submit it. After the modification has completed successfully, you can
submit another modification request to roll back any changes you made, if needed.

Topics
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» Requirements and Restrictions for Modification (p. 278)
» Support For Modifying Instance Sizes (p. 279)

« Submitting Modification Requests (p. 282)

« Troubleshooting Modification Requests (p. 283)

Requirements and Restrictions for Modification

You can modify these attributes as follows.

Modifiable attribute Supported platforms Limitations

Change Availability Zones Linux and Windows -

within the same Region

Change the scope from Linux and Windows If you change the scope from

Availability Zone to Region and Availability Zone to Region, you

vice versa lose the capacity reservation
benefit.

If you change the scope from
Region to Availability Zone, you
lose Availability Zone flexibility
and instance size flexibility

(if applicable). For more
information, see How Reserved
Instances Are Applied (p. 255).

Change the instance size within | Linux only The reservation must use Linux

the same instance family and default tenancy. You cannot
use Red Hat Enterprise Linux or
SUSE.

Some instance families are

not supported, because there
are no other sizes available.

For more information, see
Support For Modifying Instance
Sizes (p. 279).

Change the network from EC2- | Linux and Windows The network platform must be
Classic to Amazon VPC and vice available in your AWS account.
versa If you created your AWS account

after 2013-12-04, it does not
support EC2-Classic.

Requirements

Amazon EC2 processes your modification request if there is sufficient capacity for your target
configuration (if applicable), and if the following conditions are met:

« The Reserved Instance cannot be modified before or at the same time that you purchase it
« The Reserved Instance must be active

« There cannot be a pending modification request

« The Reserved Instance is not listed in the Reserved Instance Marketplace
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« There must be a match between the instance size footprint of the active reservation and the target
configuration. For more information, see Support For Modifying Instance Sizes (p. 279).

« The input Reserved Instances are all Standard Reserved Instances or all Convertible Reserved
Instances, not some of each type

« The input Reserved Instances must expire within the same hour, if they are Standard Reserved
Instances

Support For Modifying Instance Sizes

If you have Amazon Linux reservations in an instance family with multiple sizes, you can modify the
instance size of your Reserved Instances.

Note

Instances are grouped by family (based on storage, or CPU capacity); type (designed for specific
use cases); and size. For example, the c4 instance family is in the Compute optimized family
and is available in multiple sizes. While ¢3 instances are in the same family, you can't modify
c4 instances into ¢3 instances because they have different hardware specifications. For more
information, see Amazon EC2 Instance Types.

You cannot modify the instance size of the Reserved Instances for the following instance types, because
only one size is available for each of the instance families.

e cc2.8xlarge
e crl.8xlarge
 hsl.8xlarge

e tl.micro

Each Reserved Instance has an instance size footprint, which is determined by the normalization factor of
the instance type and the number of instances in the reservation. When you modify a Reserved Instance,
the footprint of the target configuration must match that of the original configuration, otherwise the
modification request is not processed.

The normalization factor is based on instance size within the instance family (for example, m1.xlarge
instances within the m1 instance family). This is only meaningful within the same instance family.
Instance types cannot be modified from one family to another. In the Amazon EC2 console, the
normalization factor is measured in units. The following table illustrates the normalization factor that
applies within an instance family.

Instance size Normalization factor
nano 0.25

micro 0.5

small 1

medium 2

large 4

xlarge 8

2xlarge 16

4xlarge 32

8xlarge 64
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Instance size Normalization factor
9xlarge 72

10xlarge 80

12xlarge 96

16xlarge 128

18xlarge 144

24xlarge 192

32xlarge 256

To calculate the instance size footprint of a Reserved Instance, multiply the number of instances by the
normalization factor. For example, a t2.medium has a normalization factor of 2 so a reservation for four
t2.medium instances has a footprint of 8 units.

You can allocate your reservations into different instance sizes across the same instance family, for
example, across the T2 instance family, as long as the instance size footprint of your reservation

remains the same. For example, you can divide a reservation for one t2.large (1 x 4) instance into four
t2.small (4 x 1) instances, or you can combine a reservation for four t2.small instances into one
t2.large instance. However, you cannot change your reservation for two t2.small (2 x 1) instances
into one t2.large (1 x 4) instance. This is because the existing instance size footprint of your current
reservation is smaller than the proposed reservation.

In the following example, you have a reservation with two t2.micro instances (giving you a footprint
of 1) and a reservation with one t2.small instance (giving you a footprint of 1). You merge both
reservations to a single reservation with one t2.medium instance—the combined instance size footprint
of the two original reservations equals the footprint of the modified reservation.

Lmice @mies | 0
L o 4 k\ I |
Rl footprint; 2 x 0.5 = 1 Merge Rls ! t2.mediurm
nto singla ! ) !
o= . 2. medium Y e o .
- Rl footprint 1x2=2
t2.small
L
Rl footprint: 1 x1 =1
l\._‘_ . y

You can also modify a reservation to divide it into two or more reservations. In the following example,
you have a reservation with a t2 .medium instance. You divide the reservation into a reservation with
two t2.nano instances and a reservation with three t2.micro instances.
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Normalization Factor for Bare Metal Instances

You can modify .metal Reserved Instances into other sizes within the same family, and, similarly, you
can modify other sized Reserved Instances in the same family into .metal Reserved Instances. A bare
metal instance is the same size as the largest instance within the same instance family. For example, an
i3.metal is the same size as an i3.16x1large, so they have the same normalization factor.

Note
The .metal instance sizes do not have a single normalization factor. They vary based on the
specific instance family.

Bare metal instance size Normalization factor
c5.metal 192

i3.metal 128

r5.metal 192

r5d.metal 192

zld.metal 96

m5.metal 192

m5d.metal 192

For example, an i3 .metal instance has a normalization factor of 128. If you purchase an i3.metal
default tenancy Amazon Linux/Unix Reserved Instance, you can divide the reservation as follows:

o An i3.16xlarge is the same size as an i3.metal instance, so its normalization factor is 128 (128/1).
The reservation for one i3.metal instance can be modified into one i3.16xlarge instance.

e An i3.8xlarge is half the size of an i3.metal instance, so its normalization factor is 64 (128/2). The
reservation for one i3.metal instance can be divided into two i3.8xlarge instances.
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o An i3.4xlarge is a quarter the size of an i3.metal instance, so its normalization factor is 32
(128/4). The reservation for one i3.metal instance can be divided into four i3.4xlarge instances.

Submitting Modification Requests

You can modify your Reserved Instances using the Amazon EC2 console, the Amazon EC2 API, or a
command line tool.

Amazon EC2 Console

Before you modify your Reserved Instances, ensure that you have read the applicable

restrictions (p. 278). If you are modifying instance size, ensure that you've calculated the total instance
size footprint (p. 279) of the reservations that you want to modify and ensure that it matches the total
instance size footprint of your target configurations.

To modify your Reserved Instances using the AWS Management Console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Onthe Reserved Instances page, select one or more Reserved Instances to modify, and choose
Modify Reserved Instances.

Note
If your Reserved Instances are not in the active state or cannot be modified, Modify
Reserved Instances is disabled.
3. The first entry in the modification table displays attributes of selected Reserved Instances, and
at least one target configuration beneath it. The Units column displays the total instance size
footprint. Choose Add for each new configuration to add. Modify the attributes as needed for each
configuration, and choose Continue when you're done:

« Scope: Choose whether the Reserved Instance applies to an Availability Zone or to the whole
Region.

« Availability Zone: Choose the required Availability Zone. Not applicable for regional Reserved
Instances.

« Instance Type: Select the required instance type. Only available for supported platforms. For
more information, see Requirements and Restrictions for Modification (p. 278).

« Count: Specify the number of instances to be covered by the reservation.

Note
If your combined target configurations are larger or smaller than the instance size footprint
of your original Reserved Instances, the allocated total in the Units column displays in red.
4. To confirm your modification choices when you finish specifying your target configurations, choose
Submit Modifications. If you change your mind at any point, choose Cancel to exit the wizard.

You can determine the status of your modification request by looking at the State column in the
Reserved Instances screen. The following table illustrates the possible State values.

State Description
active (pending modification) Transition state for original Reserved Instances.
retired (pending modification) Transition state for original Reserved Instances

while new Reserved Instances are being created.

retired Reserved Instances successfully modified and
replaced.
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State Description

active New Reserved Instances created from a successful
modification request.

-Or-

Original Reserved Instances after a failed
modification request.

Amazon EC2 APl or Command Line Tool
To modify your Reserved Instances, you can use one of the following:

o modify-reserved-instances (AWS CLI)
« Edit-EC2ReservedInstance (AWS Tools for Windows PowerShell)
« ModifyReservedInstances (Amazon EC2 API)

To get the status of your modification, use one of the following:

« describe-reserved-instances-modifications (AWS CLI)
o Get-EC2ReservedInstancesModification (AWS Tools for Windows PowerShell)
« DescribeReservedInstancesModifications (Amazon EC2 API)

The state returned shows your request as processing, fulfilled, or failed.
Troubleshooting Modification Requests

If the target configuration settings that you requested were unique, you receive a message that your
request is being processed. At this point, Amazon EC2 has only determined that the parameters of
your modification request are valid. Your modification request can still fail during processing due to
unavailable capacity.

In some situations, you might get a message indicating incomplete or failed modification requests
instead of a confirmation. Use the information in such messages as a starting point for resubmitting
another modification request. Ensure that you have read the applicable restrictions (p. 278) before
submitting the request.

Not all selected Reserved Instances can be processed for modification

Amazon EC2 identifies and lists the Reserved Instances that cannot be modified. If you receive a message
like this, go to the Reserved Instances page in the Amazon EC2 console and check the information for
the Reserved Instances.

Error in processing your modification request

You submitted one or more Reserved Instances for modification and none of your requests can be
processed. Depending on the number of reservations you are modifying, you can get different versions of
the message.

Amazon EC2 displays the reasons why your request cannot be processed. For example, you might have
specified the same target configuration—a combination of Availability Zone and platform—for one or
more subsets of the Reserved Instances you are modifying. Try submitting the modification requests
again, but ensure that the instance details of the reservations match, and that the target configurations
for all subsets being modified are unique.
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Exchanging Convertible Reserved Instances

You can exchange one or more Convertible Reserved Instances for another Convertible Reserved Instance
with a different configuration, including instance family, operating system, and tenancy. There are no
limits to how many times you perform an exchange, as long as the target Convertible Reserved Instance
is of an equal or higher value than the Convertible Reserved Instances that you are exchanging.

When you exchange your Convertible Reserved Instance, the number of instances for your current
reservation is exchanged for a number of instances that cover the equal or higher value of the
configuration of the target Convertible Reserved Instance. Amazon EC2 calculates the number of
Reserved Instances that you can receive as a result of the exchange.

Contents
» Requirements for Exchanging Convertible Reserved Instances (p. 284)
« Calculating Convertible Reserved Instances Exchanges (p. 285)
« Merging Convertible Reserved Instances (p. 285)
« Exchanging a Portion of a Convertible Reserved Instance (p. 286)
» Submitting Exchange Requests (p. 287)

Requirements for Exchanging Convertible Reserved Instances

If the following conditions are met, Amazon EC2 processes your exchange request. Your Convertible
Reserved Instance must be:

« Active
» Not pending a previous exchange request

The following rules apply:

« Convertible Reserved Instances can only be exchanged for other Convertible Reserved Instances
currently offered by AWS.

« Convertible Reserved Instances are associated with a specific Region, which is fixed for the duration
of the reservation's term. You cannot exchange a Convertible Reserved Instance for a Convertible
Reserved Instance in a different Region.

» You can exchange one or more Convertible Reserved Instances at a time for one Convertible Reserved
Instance only.

« To exchange a portion of a Convertible Reserved Instance, you can modify it into two or more
reservations, and then exchange one or more of the reservations for a new Convertible Reserved
Instance. For more information, see Exchanging a Portion of a Convertible Reserved Instance (p. 286).
For more information about modifying your Reserved Instances, see Modifying Reserved
Instances (p. 277).

« All Upfront Convertible Reserved Instances can be exchanged for Partial Upfront Convertible Reserved
Instances, and vice versa.

Note

If the total upfront payment required for the exchange (true-up cost) is less than $0.00, AWS
automatically gives you a quantity of instances in the Convertible Reserved Instance that
ensures that true-up cost is $0.00 or more.

Note

If the total value (upfront price + hourly price * number of remaining hours) of the new
Convertible Reserved Instance is less than the total value of the exchanged Convertible
Reserved Instance, AWS automatically gives you a quantity of instances in the Convertible
Reserved Instance that ensures that the total value is the same or higher than that of the
exchanged Convertible Reserved Instance.
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+ To benefit from better pricing, you can exchange a No Upfront Convertible Reserved Instance for an All
Upfront or Partial Upfront Convertible Reserved Instance.

« You cannot exchange All Upfront and Partial Upfront Convertible Reserved Instances for No Upfront
Convertible Reserved Instances.

« You can exchange a No Upfront Convertible Reserved Instance for another No Upfront Convertible
Reserved Instance only if the new Convertible Reserved Instance's hourly price is the same or higher
than the exchanged Convertible Reserved Instance's hourly price.

Note

If the total value (hourly price * number of remaining hours) of the new Convertible Reserved
Instance is less than the total value of the exchanged Convertible Reserved Instance, AWS
automatically gives you a quantity of instances in the Convertible Reserved Instance that
ensures that the total value is the same or higher than that of the exchanged Convertible
Reserved Instance.

« If you exchange multiple Convertible Reserved Instances that have different expiration dates, the
expiration date for the new Convertible Reserved Instance is the date that's furthest in the future.

« If you exchange a single Convertible Reserved Instance, it must have the same term (1-year or 3-
years) as the new Convertible Reserved Instance. If you merge multiple Convertible Reserved Instances
with different term lengths, the new Convertible Reserved Instance has a 3-year term. For more
information, see Merging Convertible Reserved Instances (p. 285).

Calculating Convertible Reserved Instances Exchanges

Exchanging Convertible Reserved Instances is free. However, you may be required to pay a true-up cost,
which is a prorated upfront cost of the difference between the Convertible Reserved Instances that you
had and the Convertible Reserved Instances that you receive from the exchange.

Each Convertible Reserved Instance has a list value. This list value is compared to the list value of the
Convertible Reserved Instances that you want in order to determine how many instance reservations you
can receive from the exchange.

For example: You have 1 x $35-list value Convertible Reserved Instance that you want to exchange for a
new instance type with a list value of $10.

$35/$10 = 3.5

You can exchange your Convertible Reserved Instance for three $10 Convertible Reserved Instances.
It's not possible to purchase half reservations; therefore you must purchase an additional Convertible
Reserved Instance to cover the remainder:

3.5 = 3 whole Convertible Reserved Instances + 1 additional Convertible Reserved Instance.

The fourth Convertible Reserved Instance has the same end date as the other three. If you are
exchanging Partial or All Upfront Convertible Reserved Instances, you pay the true-up cost for the fourth
reservation. If the remaining upfront cost of your Convertible Reserved Instances is $500, and the target
reservation would normally cost $600 on a prorated basis, you are charged $100.

$600 prorated upfront cost of new reservations - $500 remaining upfront cost of original
reservations = $100 difference.

Merging Convertible Reserved Instances

If you merge two or more Convertible Reserved Instances, the term of the new Convertible Reserved
Instance must be the same as the original Convertible Reserved Instances, or the highest of the original
Convertible Reserved Instances. The expiration date for the new Convertible Reserved Instance is the
expiration date that's furthest in the future.
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For example, you have the following Convertible Reserved Instances in your account:

Reserved Instance ID Term Expiration date
aaaall111 1-year 2018-12-31
bbbb2222 1-year 2018-07-31
cccc3333 3-year 2018-06-30
dddd4444 3-year 2019-12-31

» You can merge aaaall1l and bbbb2222 and exchange them for a 1-year Convertible Reserved
Instance. You cannot exchange them for a 3-year Convertible Reserved Instance. The expiration date of
the new Convertible Reserved Instance is 2018-12-31.

« You can merge bbbb2222 and ccce3333 and exchange them for a 3-year Convertible Reserved
Instance. You cannot exchange them for a 1-year Convertible Reserved Instance. The expiration date of
the new Convertible Reserved Instance is 2018-07-31.

« You can merge ccce3333 and dddd4444 and exchange them for a 3-year Convertible Reserved
Instance. You cannot exchange them for a 1-year Convertible Reserved Instance. The expiration date of
the new Convertible Reserved Instance is 2019-12-31.

Exchanging a Portion of a Convertible Reserved Instance
You can use the modification process to split your Convertible Reserved Instance into smaller

reservations, and then exchange one or more of the new reservations for a new Convertible Reserved
Instance. The following examples demonstrate how you can do this.

Example Example: Convertible Reserved Instance with multiple instances

In this example, you have a t2.micro Convertible Reserved Instance with four instances in the
reservation. To exchange two t2.micro instances for an m4 . xlarge instance:

1. Modify the t2.micro Convertible Reserved Instance by splitting it into two t2 .micro Convertible
Reserved Instances with two instances each.

2. Exchange one of the new t2.micro Convertible Reserved Instances for an m4 . x1large Convertible
Reserved Instance.

Y

1. Split into
two CRIs

Example Example: Convertible Reserved Instance with a single instance

In this example, you have a t2. large Convertible Reserved Instance. To change it to a smaller
t2.mediuminstance and a m3 .medium instance:
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1. Modify the t2.1large Convertible Reserved Instance by splitting it into two t2.medium Convertible
Reserved Instances. A single t2 . large instance has the same instance size footprint as two
t2 .medium instances. For more information, see Support For Modifying Instance Sizes (p. 279).

2. Exchange one of the new t2.medium Convertible Reserved Instances for an m3 .medium Convertible
Reserved Instance.

hN

----- - o —_—
1. Spiit into t2.medium | m3.medium

2. Exchanga
two CRis _— | fora nml.rmgﬁl _—

For more information, see Support For Modifying Instance Sizes (p. 279) and Submitting Exchange
Requests (p. 287).

Not all Reserved Instances can be modified. Ensure that you read the applicable restrictions (p. 278).
Submitting Exchange Requests

You can exchange your Convertible Reserved Instances using the Amazon EC2 console or a command line
tool.

Exchanging a Convertible Reserved Instance Using the Console

You can search for Convertible Reserved Instances offerings and select your new configuration from the
choices provided.

To exchange Convertible Reserved Instances using the Amazon EC2 console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Choose Reserved Instances, select the Convertible Reserved Instances to exchange, and choose
Actions, Exchange Reserved Instance.

3. Select the attributes of the desired configuration using the drop-down menus, and choose Find
Offering.

4. Select a new Convertible Reserved Instance The Instance Count column displays the number
of Reserved Instances that you receive for the exchange. When you have selected a Convertible
Reserved Instance that meets your needs, choose Exchange.

The Reserved Instances that were exchanged are retired, and the new Reserved Instances are displayed in
the Amazon EC2 console. This process can take a few minutes to propagate.
Exchanging a Convertible Reserved Instance Using the Command Line Interface

To exchange a Convertible Reserved Instance, first find a target Convertible Reserved Instance that
meets your needs:

« describe-reserved-instances-offerings (AWS CLI)
o Get-EC2ReservedinstancesOffering (Tools for Windows PowerShell)
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Get a quote for the exchange, which includes the number of Reserved Instances you get from the
exchange, and the true-up cost for the exchange:

« get-reserved-instances-exchange-quote (AWS CLI)
o GetEC2-ReservedInstancesExchangeQuote (Tools for Windows PowerShell)

Finally, perform the exchange:

« accept-reserved-instances-exchange-quote (AWS CLI)
o Confirm-EC2ReservedInstancesExchangeQuote (Tools for Windows PowerShell)

Scheduled Reserved Instances

Scheduled Reserved Instances (Scheduled Instances) enable you to purchase capacity reservations that
recur on a daily, weekly, or monthly basis, with a specified start time and duration, for a one-year term.
You reserve the capacity in advance, so that you know it is available when you need it. You pay for the
time that the instances are scheduled, even if you do not use them.

Scheduled Instances are a good choice for workloads that do not run continuously, but do run on a
regular schedule. For example, you can use Scheduled Instances for an application that runs during
business hours or for batch processing that runs at the end of the week.

If you require a capacity reservation on a continuous basis, Reserved Instances might meet your
needs and decrease costs. For more information, see Reserved Instances (p. 251). If you are flexible
about when your instances run, Spot Instances might meet your needs and decrease costs. For more
information, see Spot Instances (p. 292).

Contents
« How Scheduled Instances Work (p. 288)
« Service-Linked Roles for Scheduled Instances (p. 289)
» Purchasing a Scheduled Instance (p. 289)
« Launching a Scheduled Instance (p. 290)
« Scheduled Instance Limits (p. 291)

How Scheduled Instances Work

Amazon EC2 sets aside pools of EC2 instances in each Availability Zone for use as Scheduled Instances.
Each pool supports a specific combination of instance type, operating system, and network.

To get started, you must search for an available schedule. You can search across multiple pools or a
single pool. After you locate a suitable schedule, purchase it.

You must launch your Scheduled Instances during their scheduled time periods, using a launch
configuration that matches the following attributes of the schedule that you purchased: instance type,
Availability Zone, network, and platform. When you do so, Amazon EC2 launches EC2 instances on your
behalf, based on the specified launch specification. Amazon EC2 must ensure that the EC2 instances
have terminated by the end of the current scheduled time period so that the capacity is available for any
other Scheduled Instances it is reserved for. Therefore, Amazon EC2 terminates the EC2 instances three
minutes before the end of the current scheduled time period.

You can't stop or reboot Scheduled Instances, but you can terminate them manually as needed. If you
terminate a Scheduled Instance before its current scheduled time period ends, you can launch it again
after a few minutes. Otherwise, you must wait until the next scheduled time period.
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The following diagram illustrates the lifecycle of a Scheduled Instance.
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Service-Linked Roles for Scheduled Instances

Amazon EC2 creates a service-linked role when you purchase a Scheduled Instance. A service-linked role
includes all the permissions that Amazon EC2 requires to call other AWS services on your behalf. For
more information, see Using Service-Linked Roles in the IAM User Guide.

Amazon EC2 uses the service-linked role named AWSServiceRoleForEC2Scheduledinstances to
complete the following actions:

« ec2:TerminateInstances - Terminate Scheduled Instances after their schedules complete
« ec2:CreateTags - Add system tags to Scheduled Instances

If you purchased Scheduled Instances before October 2017, when Amazon EC2 began supporting this
service-linked role, Amazon EC2 created the AWSServiceRoleForEC2Scheduledinstances role in your
AWS account. For more information, see A New Role Appeared in My Account in the IAM User Guide.

If you no longer need to use Scheduled Instances, we recommend that you delete the
AWSServiceRoleForEC2Scheduledinstances role. After this role is deleted from your account, Amazon
EC2 will create the role again if you purchase Scheduled Instances.

Purchasing a Scheduled Instance

To purchase a Scheduled Instance, you can use the Scheduled Reserved Instances Reservation Wizard.

Warning
After you purchase a Scheduled Instance, you can't cancel, modify, or resell your purchase.

To purchase a Scheduled Instance (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, under INSTANCES, choose Scheduled Instances. If the currently selected
Region does not support Scheduled Instances, the page is unavailable. Learn more (p. 291)

3. Choose Purchase Scheduled Instances.
4. On the Find available schedules page, do the following:

a. Under Create a schedule, select the starting date from Starting on, the schedule recurrence
(daily, weekly, or monthly) from Recurring, and the minimum duration from for duration. Note
that the console ensures that you specify a value for the minimum duration that meets the
minimum required utilization for your Scheduled Instance (1,200 hours per year).
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Create a schedule

Starting on m for duration 4 3 hours

+/- 2 hours

Recurring Daily -

b. Under Instance details, select the operating system and network from Platform. To narrow the
results, select one or more instance types from Instance type or one or more Availability Zones
from Availability Zone.

Instance details

Platform Linu</UNEX (Amazon VPC) - Instance type Any -

Availability Zone  Any -

c. Choose Find schedules.

d. Under Available schedules, select one or more schedules. For each schedule that you select, set
the quantity of instances and choose Add to Cart.

e. Your cart is displayed at the bottom of the page. When you are finished adding and removing
schedules from your cart, choose Review and purchase.

5. Onthe Review and purchase page, verify your selections and edit them as needed. When you are
finished, choose Purchase.

To purchase a Scheduled Instance (AWS CLI)

Use the describe-scheduled-instance-availability command to list the available schedules that meet your
needs, and then use the purchase-scheduled-instances command to complete the purchase.

Launching a Scheduled Instance

After you purchase a Scheduled Instance, it is available for you to launch during its scheduled time
periods.

To launch a Scheduled Instance (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, under INSTANCES, choose Scheduled Instances. If the currently selected
Region does not support Scheduled Instances, the page is unavailable. Learn more (p. 291)

3. Select the Scheduled Instance and choose Launch Scheduled Instances.
4. On the Configure page, complete the launch specification for your Scheduled Instances and choose
Review.

Important
The launch specification must match the instance type, Availability Zone, network, and
platform of the schedule that you purchased.

5. Onthe Review page, verify the launch configuration and modify it as needed. When you are
finished, choose Launch.

To launch a Scheduled Instance (AWS CLI)

Use the describe-scheduled-instances command to list your Scheduled Instances, and then use the run-
scheduled-instances command to launch each Scheduled Instance during its scheduled time periods.
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Scheduled Instance Limits

Scheduled Instances are subject to the following limits:

» The following are the only supported instance types: C3, C4, M4, and R3.
o The required term is 365 days (one year).

« The minimum required utilization is 1,200 hours per year.

« You can purchase a Scheduled Instance up to three months in advance.

« They are available in the following Regions: US East (N. Virginia), US West (Oregon), and Europe
(Ireland).
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Spot Instances

A Spot Instance is an unused EC2 instance that is available for less than the On-Demand price. Because
Spot Instances enable you to request unused EC2 instances at steep discounts, you can lower your
Amazon EC2 costs significantly. The hourly price for a Spot Instance is called a Spot price. The Spot price
of each instance type in each Availability Zone is set by Amazon EC2, and adjusted gradually based on
the long-term supply of and demand for Spot Instances. Your Spot Instance runs whenever capacity is
available and the maximum price per hour for your request exceeds the Spot price.

Spot Instances are a cost-effective choice if you can be flexible about when your applications run and if
your applications can be interrupted. For example, Spot Instances are well-suited for data analysis, batch
jobs, background processing, and optional tasks. For more information, see Amazon EC2 Spot Instances.

Topics

« Concepts (p. 292)

« How to Get Started (p. 293)
« Related Services (p. 294)

« Pricing and Savings (p. 294)

Concepts

Before you get started with Spot Instances, you should be familiar with the following concepts:

« Spot Instance pool — A set of unused EC2 instances with the same instance type (for example,
m5.large), operating system, Availability Zone, and network platform.

 Spot price — The current price of a Spot Instance per hour.

» Spot Instance request — Provides the maximum price per hour that you are willing to pay for a Spot
Instance. If you don't specify a maximum price, the default maximum price is the On-Demand price.
When the maximum price per hour for your request exceeds the Spot price, Amazon EC2 fulfills your
request if capacity is available. A Spot Instance request is either one-time or persistent. Amazon EC2
automatically resubmits a persistent Spot request after the Spot Instance associated with the request
is terminated. Your Spot Instance request can optionally specify a duration for the Spot Instances.

« Spot Fleet — A set of Spot Instances that is launched based on criteria that you specify. The Spot
Fleet selects the Spot Instance pools that meet your needs and launches Spot Instances to meet the
target capacity for the fleet. By default, Spot Fleets are set to maintain target capacity by launching
replacement instances after Spot Instances in the fleet are terminated. You can submit a Spot Fleet as
a one-time request, which does not persist after the instances have been terminated. You can include
On-Demand Instance requests in a Spot Fleet request.

« Spot Instance interruption — Amazon EC2 terminates, stops, or hibernates your Spot Instance when the
Spot price exceeds the maximum price for your request or capacity is no longer available. Amazon EC2
provides a Spot Instance interruption notice, which gives the instance a two-minute warning before it
is interrupted.

Key Differences between Spot Instances and On-Demand Instances

The following table lists the key differences between Spot Instances and On-Demand Instances.

Spot Instances On-Demand Instances

Launch time Can only be launched immediately if the | Can only be launched immediately if
Spot Request is active and capacity is you make a manual launch request and
available. capacity is available.
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Spot Instances On-Demand Instances
Available If capacity is not available, the Spot If capacity is not available when you
capacity Request continues to automatically make a launch request, you get an
make the launch request until capacity insufficient capacity error (ICE).

becomes available.

Hourly price The hourly price for Spot Instances varies | The hourly price for On-Demand
based on demand. Instances is static.

Instance You can't stop and start an Amazon EBS- | You determine when an On-Demand

interruption backed Spot Instance; only the Amazon Instance is interrupted (stopped or

EC2 Spot service can do this. The Amazon | terminated).
EC2 Spot service can interrupt (p. 346)

an individual Spot Instance if capacity

is no longer available, the Spot price

exceeds your maximum price, or demand

for Spot Instances increases.

Strategies for Using Spot Instances
One strategy to maintain a minimum level of guaranteed compute resources for your applications is

to launch a core group of On-Demand Instances, and supplement them with Spot Instances when the
opportunity arises.

P

On-Demand Spot Instances
instances added when max > Spot price|

Another strategy is to launch Spot Instances with a specified duration (also known as Spot blocks),
which are designed not to be interrupted and will run continuously for the duration you select. In

rare situations, Spot blocks may be interrupted due to Amazon EC2 capacity needs. In these cases,

we provide a two-minute warning before we terminate an instance, and you are not charged for the
terminated instances even if you used them. For more information, see Specifying a Duration for Your
Spot Instances (p. 307).

How to Get Started

The first thing you need to do is get set up to use Amazon EC2. It can also be helpful to have experience
launching On-Demand Instances before launching Spot Instances.

Get up and running

» Setting Up with Amazon EC2 (p. 19)
« Getting Started with Amazon EC2 Linux Instances (p. 27)

Spot basics

« How Spot Instances Work (p. 295)
« How Spot Fleet Works (p. 296)
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Working with Spot Instances

« Preparing for Interruptions (p. 349)
« Creating a Spot Instance Request (p. 309)
» Getting Request Status Information (p. 344)

Working with Spot Fleets

« Spot Fleet Prerequisites (p. 316)
« Creating a Spot Fleet Request (p. 320)

Related Services

You can provision Spot Instances directly using Amazon EC2. You can also provision Spot Instances using
other services in AWS. For more information, see the following documentation.

Amazon EC2 Auto Scaling and Spot Instances

You can create launch configurations with the maximum price that you are willing to pay, so that
Amazon EC2 Auto Scaling can launch Spot Instances. For more information, see Launching Spot
Instances in Your Auto Scaling Group and Using Multiple Instance Types and Purchase Options in the
Amazon EC2 Auto Scaling User Guide.

Amazon EMR and Spot Instances

There are scenarios where it can be useful to run Spot Instances in an Amazon EMR cluster. For
more information, see Spot Instances and When Should You Use Spot Instances in the Amazon EMR
Management Guide.

AWS CloudFormation Templates

AWS CloudFormation enables you to create and manage a collection of AWS resources using

a template in JSON format. AWS CloudFormation templates can include the maximum price
you are willing to pay. For more information, see EC2 Spot Instance Updates - Auto Scaling and
CloudFormation Integration.

AWS SDK for Java

You can use the Java programming language to manage your Spot Instances. For more information,
see Tutorial: Amazon EC2 Spot Instances and Tutorial: Advanced Amazon EC2 Spot Request
Management.

AWS SDK for .NET

You can use the .NET programming environment to manage your Spot Instances. For more
information, see Tutorial: Amazon EC2 Spot Instances.

Pricing and Savings

You pay the Spot price for Spot Instances, which is set by Amazon EC2 and adjusted gradually based on
the long-term supply of and demand for Spot Instances. If the maximum price for your request exceeds
the current Spot price, Amazon EC2 fulfills your request if capacity is available. Your Spot Instances run
until you terminate them, capacity is no longer available, the Spot price exceeds your maximum price, or
your Amazon EC2 Auto Scaling group terminates them during scale in.

Spot Instances with a predefined duration use a fixed hourly price that remains in effect for the Spot
Instance while it runs.
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If you or Amazon EC2 interrupts a running Spot Instance, you are charged for the seconds used or the full
hour, or you receive no charge, depending on the operating system used and who interrupted the Spot
Instance. For more information, see Billing for Interrupted Spot Instances (p. 351).

View Prices

To view the current (updated every five minutes) lowest Spot price per region and instance type, see the
Spot Instances Pricing page.

To view the Spot price history for the past three months, use the Amazon EC2 console or the
describe-spot-price-history command (AWS CLI). For more information, see Spot Instance Pricing
History (p. 303).

We independently map Availability Zones to codes for each AWS account. Therefore, you can get
different results for the same Availability Zone code (for example, us-west-2a) between different
accounts.

View Savings

You can view the savings made from using Spot Instances for a single Spot Fleet or for all Spot Instances.
You can view the savings made in the last hour or the last three days, and you can view the average cost
per vCPU hour and per memory (GiB) hour. Savings are estimated and may differ from actual savings
because they do not include the billing adjustments for your usage. For more information about viewing
savings information, see Savings From Purchasing Spot Instances (p. 304).

View Billing

To review your bill, go to your AWS Account Activity page. Your bill contains links to usage reports that
provide details about your bill. For more information, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

How Spot Instances Work

To use Spot Instances, create a Spot Instance request or a Spot Fleet request. The request can include the
maximum price that you are willing to pay per hour per instance (the default is the On-Demand price),
and other constraints such as the instance type and Availability Zone. If your maximum price exceeds
the current Spot price for the specified instance, and capacity is available, your request is fulfilled
immediately. Otherwise, the request is fulfilled whenever the maximum price exceeds the Spot price
and the capacity is available. Spot Instances run until you terminate them or until Amazon EC2 must
interrupt them (known as a Spot Instance interruption).

When you use Spot Instances, you must be prepared for interruptions. Amazon EC2 can interrupt

your Spot Instance when the Spot price exceeds your maximum price, when the demand for Spot
Instances rises, or when the supply of Spot Instances decreases. When Amazon EC2 interrupts a Spot
Instance, it provides a Spot Instance interruption notice, which gives the instance a two-minute warning
before Amazon EC2 interrupts it. You can't enable termination protection for Spot Instances. For more
information, see Spot Instance Interruptions (p. 346).

You can't stop and start an Amazon EBS-backed instance if it is a Spot Instance (only the Spot service can
stop and start a Spot Instance), but you can reboot or terminate a Spot Instance.

Contents
« Launching Spot Instances in a Launch Group (p. 296)
« Launching Spot Instances in an Availability Zone Group (p. 296)
 Launching Spot Instances in a VPC (p. 296)
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Launching Spot Instances in a Launch Group

Specify a launch group in your Spot Instance request to tell Amazon EC2 to launch a set of Spot
Instances only if it can launch them all. In addition, if the Spot service must terminate one of the
instances in a launch group (for example, if the Spot price exceeds your maximum price), it must
terminate them all. However, if you terminate one or more of the instances in a launch group, Amazon
EC2 does not terminate the remaining instances in the launch group.

Although this option can be useful, adding this constraint can decrease the chances that your Spot
Instance request is fulfilled and increase the chances that your Spot Instances are terminated. For
example, your launch group includes instances in multiple Availability Zones. If capacity in one of these
Availability Zones decreases and is no longer available, then Amazon EC2 terminates all instances for the
launch group.

If you create another successful Spot Instance request that specifies the same (existing) launch group
as an earlier successful request, then the new instances are added to the launch group. Subsequently, if
an instance in this launch group is terminated, all instances in the launch group are terminated, which
includes instances launched by the first and second requests.

Launching Spot Instances in an Availability Zone Group

Specify an Availability Zone group in your Spot Instance request to tell the Spot service to launch a
set of Spot Instances in the same Availability Zone. Amazon EC2 need not interrupt all instances in
an Availability Zone group at the same time. If Amazon EC2 must interrupt one of the instances in an
Availability Zone group, the others remain running.

Although this option can be useful, adding this constraint can lower the chances that your Spot Instance
request is fulfilled.

If you specify an Availability Zone group but don't specify an Availability Zone in the Spot Instance
request, the result depends on the network you specified.

Default VPC

Amazon EC2 uses the Availability Zone for the specified subnet. If you don't specify a subnet, it selects
an Availability Zone and its default subnet, but not necessarily the lowest-priced zone. If you deleted the
default subnet for an Availability Zone, then you must specify a different subnet.

Nondefault VPC

Amazon EC2 uses the Availability Zone for the specified subnet.
Launching Spot Instances in a VPC

You specify a subnet for your Spot Instances the same way that you specify a subnet for your On-
Demand Instances.

 You should use the default maximum price (the On-Demand price), or base your maximum price on the
Spot price history of Spot Instances in a VPC.

« [Default VPC] If you want your Spot Instance launched in a specific low-priced Availability Zone, you
must specify the corresponding subnet in your Spot Instance request. If you do not specify a subnet,
Amazon EC2 selects one for you, and the Availability Zone for this subnet might not have the lowest
Spot price.

« [Nondefault VPC] You must specify the subnet for your Spot Instance.

How Spot Fleet Works

A Spot Fleet is a collection, or fleet, of Spot Instances, and optionally On-Demand Instances.
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The Spot Fleet attempts to launch the number of Spot Instances and On-Demand Instances to meet the
target capacity that you specified in the Spot Fleet request. The request for Spot Instances is fulfilled

if there is available capacity and the maximum price you specified in the request exceeds the current
Spot price. The Spot Fleet also attempts to maintain its target capacity fleet if your Spot Instances are
interrupted.

You can also set a maximum amount per hour that you're willing to pay for your fleet, and Spot Fleet
launches instances until it reaches the maximum amount. When the maximum amount you're willing to
pay is reached, the fleet stops launching instances even if it hasn't met the target capacity.

A Spot Instance pool is a set of unused EC2 instances with the same instance type (for example,

m5 . large), operating system, Availability Zone, and network platform. When you make a Spot Fleet
request, you can include multiple launch specifications, that vary by instance type, AMI, Availability Zone,
or subnet. The Spot Fleet selects the Spot Instance pools that are used to fulfill the request, based on
the launch specifications included in your Spot Fleet request, and the configuration of the Spot Fleet
request. The Spot Instances come from the selected pools.

Contents
« On-Demand in Spot Fleet (p. 297)
« Allocation Strategy for Spot Instances (p. 297)
« Spot Price Overrides (p. 299)
« Control Spending (p. 299)
» Spot Fleet Instance Weighting (p. 300)
» Walkthrough: Using Spot Fleet with Instance Weighting (p. 301)

On-Demand in Spot Fleet

To ensure that you always have instance capacity, you can include a request for On-Demand capacity
in your Spot Fleet request. In your Spot Fleet request, you specify your desired target capacity and how
much of that capacity must be On-Demand. The balance comprises Spot capacity, which is launched if
there is available Amazon EC2 capacity and availability. For example, if in your Spot Fleet request you
specify target capacity as 10 and On-Demand capacity as 8, Amazon EC2 launches 8 capacity units as
On-Demand, and 2 capacity units (10-8=2) as Spot.

Prioritizing Instance Types for On-Demand Capacity

When Spot Fleet attempts to fulfill your On-Demand capacity, it defaults to launching the lowest-priced
instance type first. If OnDemandAllocationStrategy is set to prioritized, Spot Fleet uses priority
to determine which instance type to use first in fulfilling On-Demand capacity. The priority is assigned to
the launch template override, and the highest priority is launched first.

For example, you have configured three launch template overrides, each with a different instance type:
c3.large, c4.large, and c¢5.1large. The On-Demand price for ¢5.1arge is less than for c4. large.
c3.large is the cheapest. If you do not use priority to determine the order, the fleet fulfills On-Demand
capacity by starting with ¢3.1arge, and then c¢5. large. Because you often have unused Reserved
Instances for c4.1large, you can set the launch template override priority so that the order is c4.1large,
c3.large, and then c¢5.1large.

Allocation Strategy for Spot Instances

The allocation strategy for the Spot Instances in your Spot Fleet determines how it fulfills your Spot
Fleet request from the possible Spot Instance pools represented by its launch specifications. The
following are the allocation strategies that you can specify in your Spot Fleet request:

lowestPrice

The Spot Instances come from the pool with the lowest price. This is the default strategy.
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diversified

The Spot Instances are distributed across all pools.

capacityOptimized

The Spot Instances come from the pool with optimal capacity for the number of instances that are
launching.

InstancePoolsToUseCount

The Spot Instances are distributed across the number of Spot pools that you specify. This parameter
is valid only when used in combination with lowestPrice.

Maintaining Target Capacity

After Spot Instances are terminated due to a change in the Spot price or available capacity of a Spot
Instance pool, a Spot Fleet of type maintain launches replacement Spot Instances. If the allocation
strategy is lowestPrice, the fleet launches replacement instances in the pool where the Spot price is
currently the lowest. If the allocation strategy is diversified, the fleet distributes the replacement
Spot Instances across the remaining pools. If the allocation strategy is lowestPrice in combination
with InstancePoolsToUseCount, the fleet selects the Spot pools with the lowest price and launches
Spot Instances across the number of Spot pools that you specify.

Configuring Spot Fleet for Cost Optimization

With Spot Instances, pricing changes slowly over time based on long-term trends in supply and demand,
but capacity fluctuates in real time. The capacityOptimized strategy automatically launches Spot
Instances into the most available pools by looking at real-time capacity data and predicting which

are the most available. This works well for workloads such as big data and analytics, image and

media rendering, machine learning, and high performance computing that may have a higher cost of
interruption associated with restarting work and checkpointing. By offering the possibility of fewer
interruptions, the capacityOptimized strategy can lower the overall cost of your workload.

Configuring Spot Fleet for Cost Optimization and Diversification

To create a fleet of Spot Instances that is both cheap and diversified, use the lowestPrice allocation
strategy in combination with InstancePoolsToUseCount. Spot Fleet automatically deploys the
cheapest combination of instance types and Availability Zones based on the current Spot price across the
number of Spot pools that you specify. This combination can be used to avoid the most expensive Spot
Instances.

Configuring Spot Fleet for Capacity Optimization

With Spot Instances, pricing changes slowly over time based on long-term trends in supply and demand,
but capacity fluctuates in real time. The capacityOptimized strategy automatically launches Spot
Instances into the most available pools by looking at real-time capacity data and predicting which

are the most available. This works well for workloads such as big data and analytics, image and

media rendering, machine learning, and high performance computing that may have a higher cost of
interruption associated with restarting work and checkpointing. By offering the possibility of fewer
interruptions, the capacityOptimized strategy can lower the overall cost of your workload.

Choosing an Appropriate Allocation Strategy
You can optimize your Spot Fleets based on your use case.
If your fleet is small or runs for a short time, the probability that your Spot Instances may be interrupted

is low, even with all the instances in a single Spot Instance pool. Therefore, the lowestPrice strategy is
likely to meet your needs while providing the lowest cost.
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If your fleet is large or runs for a long time, you can improve the availability of your fleet by distributing
the Spot Instances across multiple pools. For example, if your Spot Fleet request specifies 10 pools and
a target capacity of 100 instances, the fleet launches 10 Spot Instances in each pool. If the Spot price
for one pool exceeds your maximum price for this pool, only 10% of your fleet is affected. Using this
strategy also makes your fleet less sensitive to increases in the Spot price in any one pool over time.

With the diversified strategy, the Spot Fleet does not launch Spot Instances into any pools with a
Spot price that is equal to or higher than the On-Demand price.

To create a cheap and diversified fleet, use the lowestPrice strategy in combination with
InstancePoolsToUseCount. You can use a low or high number of Spot pools across which to allocate
your Spot Instances. For example, if you run batch processing, we recommend specifying a low number
of Spot pools (for example, InstancePoolsToUseCount=2) to ensure that your queue always has
compute capacity while maximizing savings. If you run a web service, we recommend specifying a high
number of Spot pools (for example, InstancePoolsToUseCount=10) to minimize the impact if a Spot
Instance pool becomes temporarily unavailable.

If your fleet runs workloads that may have a higher cost of interruption associated with restarting work
and checkpointing, then use the capacityOptimized strategy. This strategy offers the possibility of
fewer interruptions, which can lower the overall cost of your workload.

Spot Price Overrides

Each Spot Fleet request can include a global maximum price, or use the default (the On-Demand price).
Spot Fleet uses this as the default maximum price for each of its launch specifications.

You can optionally specify a maximum price in one or more launch specifications. This price is specific
to the launch specification. If a launch specification includes a specific price, the Spot Fleet uses this
maximum price, overriding the global maximum price. Any other launch specifications that do not
include a specific maximum price still use the global maximum price.

Control Spending

Spot Fleet stops launching instances when it has either reached the target capacity or the maximum
amount you're willing to pay. To control the amount you pay per hour for your fleet, you can specify the
SpotMaxTotalPrice for Spot Instances and the OnDemandMaxTotalPrice for On-Demand Instances.
When the maximum total price is reached, Spot Fleet stops launching instances even if it hasn't met the
target capacity.

The following examples show two different scenarios. In the first, Spot Fleet stops launching instances
when it has met the target capacity. In the second, Spot Fleet stops launching instances when it has
reached the maximum amount you're willing to pay.

Example: Stop launching instances when target capacity is reached

Given a request for m4 . large On-Demand Instances, where:

« On-Demand Price: $0.10 per hour
e OnDemandTargetCapacity: 10
« OnDemandMaxTotalPrice: $1.50

Spot Fleet launches 10 On-Demand Instances because the total of $1.00 (10 instances x $0.10) does not
exceed the onDemandMaxTotalPrice of $1.50.

Example: Stop launching instances when maximum total price is reached

Given a request for m4 . large On-Demand Instances, where:
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« On-Demand Price: $0.10 per hour
e OnDemandTargetCapacity: 10
o OnDemandMaxTotalPrice: $0.80

If Spot Fleet launches the On-Demand target capacity (10 On-Demand Instances), the total cost per
hour would be $1.00. This is more than the amount ($0.80) specified for OnDemandMaxTotalPrice.
To prevent spending more than you're willing to pay, Spot Fleet launches only 8 On-Demand
Instances (below the On-Demand target capacity) because launching more would exceed the
OnDemandMaxTotalPrice.

Spot Fleet Instance Weighting

When you request a fleet of Spot Instances, you can define the capacity units that each instance type
would contribute to your application's performance, and adjust your maximum price for each Spot
Instance pool accordingly using instance weighting.

By default, the price that you specify is per instance hour. When you use the instance weighting feature,
the price that you specify is per unit hour. You can calculate your price per unit hour by dividing your
price for an instance type by the number of units that it represents. Spot Fleet calculates the number
of Spot Instances to launch by dividing the target capacity by the instance weight. If the result isn't an
integer, the Spot Fleet rounds it up to the next integer, so that the size of your fleet is not below its
target capacity. Spot Fleet can select any pool that you specify in your launch specification, even if the
capacity of the instances launched exceeds the requested target capacity.

The following tables provide examples of calculations to determine the price per unit for a Spot Fleet
request with a target capacity of 10.

Instance type  Instance Price per Price per unit  Number of instances launched
weight instance hour  hour
r3.xlarge 2 $0.05 .025 5
(.05 divided by | (10 divided by 2)
2)
Instance type  Instance Price per Price per unit  Number of instances launched
weight instance hour | hour
r3.8xlarge 8 $0.10 .0125 2

(.10 divided by | (10 divided by 8, result rounded
8) up)

Use Spot Fleet instance weighting as follows to provision the target capacity that you want in the pools
with the lowest price per unit at the time of fulfillment:

1. Set the target capacity for your Spot Fleet either in instances (the default) or in the units of your
choice, such as virtual CPUs, memory, storage, or throughput.

2. Set the price per unit.

3. For each launch configuration, specify the weight, which is the number of units that the instance
type represents toward the target capacity.

Instance Weighting Example
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Consider a Spot Fleet request with the following configuration:

A target capacity of 24
« A launch specification with an instance type r3.2xlarge and a weight of 6
« A launch specification with an instance type c¢3.xlarge and a weight of 5

The weights represent the number of units that instance type represents toward the target capacity. If
the first launch specification provides the lowest price per unit (price for r3.2xlarge per instance hour
divided by 6), the Spot Fleet would launch four of these instances (24 divided by 6).

If the second launch specification provides the lowest price per unit (price for ¢3.xlarge per instance
hour divided by 5), the Spot Fleet would launch five of these instances (24 divided by 5, result rounded
up).

Instance Weighting and Allocation Strategy
Consider a Spot Fleet request with the following configuration:

« A target capacity of 30

« A launch specification with an instance type ¢3.2xlarge and a weight of 8
« A launch specification with an instance type m3.xlarge and a weight of 8
« A launch specification with an instance type r3.xlarge and a weight of 8

The Spot Fleet would launch four instances (30 divided by 8, result rounded up). With the lowestPrice
strategy, all four instances come from the pool that provides the lowest price per unit. With the
diversified strategy, the Spot Fleet launches one instance in each of the three pools, and the fourth
instance in whichever pool provides the lowest price per unit.

Walkthrough: Using Spot Fleet with Instance Weighting

This walkthrough uses a fictitious company called Example Corp to illustrate the process of requesting a
Spot Fleet using instance weighting.

Objective

Example Corp, a pharmaceutical company, wants to leverage the computational power of Amazon EC2
for screening chemical compounds that might be used to fight cancer.

Planning

Example Corp first reviews Spot Best Practices. Next, Example Corp determines the following
requirements for their Spot Fleet.

Instance Types

Example Corp has a compute- and memory-intensive application that performs best with at least 60 GB
of memory and eight virtual CPUs (vCPUs). They want to maximize these resources for the application at
the lowest possible price. Example Corp decides that any of the following EC2 instance types would meet
their needs:

Instance type Memory (GiB) vCPUs
r3.2xlarge 61 8
r3.4xlarge 122 16
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Instance type Memory (GiB) vCPUs
r3.8xlarge 244 32

Target Capacity in Units

With instance weighting, target capacity can equal a number of instances (the default) or a combination
of factors such as cores (vCPUs), memory (GiBs), and storage (GBs). By considering the base for their
application (60 GB of RAM and eight vCPUs) as 1 unit, Example Corp decides that 20 times this amount
would meet their needs. So the company sets the target capacity of their Spot Fleet request to 20.

Instance Weights

After determining the target capacity, Example Corp calculates instance weights. To calculate the
instance weight for each instance type, they determine the units of each instance type that are required
to reach the target capacity as follows:

« r3.2xlarge (61.0 GB, 8 vCPUs) = 1 unit of 20
« r3.4xlarge (122.0 GB, 16 vCPUs) = 2 units of 20
« r3.8xlarge (244.0 GB, 32 vCPUs) = 4 units of 20

Therefore, Example Corp assigns instance weights of 1, 2, and 4 to the respective launch configurations
in their Spot Fleet request.

Price Per Unit Hour

Example Corp uses the On-Demand price per instance hour as a starting point for their price. They could

also use recent Spot prices, or a combination of the two. To calculate the price per unit hour, they divide
their starting price per instance hour by the weight. For example:

Instance type On-Demand price Instance weight Price per unit hour
r3.2xLarge $0.7 1 $0.7
r3.4xLarge $1.4 2 $0.7
r3.8xLarge $2.8 4 $0.7

Example Corp could use a global price per unit hour of $0.7 and be competitive for all three instance
types. They could also use a global price per unit hour of $0.7 and a specific price per unit hour of $0.9 in
the r3.8xlarge launch specification.

Verifying Permissions

Before creating a Spot Fleet request, Example Corp verifies that it has an IAM role with the required
permissions. For more information, see Spot Fleet Prerequisites (p. 316).

Creating the Request

Example Corp creates a file, config. json, with the following configuration for its Spot Fleet request:

{
"SpotPrice": "0.70",
"TargetCapacity": 20,
"IamFleetRole": "arn:aws:iam::123456789012:role/aws—-ec2-spot-fleet-tagging-role",
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"LaunchSpecifications": [

{
"ImageId": "ami-la2b3c4d",
"InstanceType": "r3.2xlarge",
"SubnetId": "subnet-482e4972",
"WeightedCapacity": 1

I

{
"ImageId": "ami-la2b3c4d",
"InstanceType": "r3.4xlarge",
"SubnetId": "subnet-482e4972",
"WeightedCapacity": 2

I

{
"ImageId": "ami-la2b3c4d",
"InstanceType": "r3.8xlarge",
"SubnetId": "subnet-482e4972",
"SpotPrice": "0.90",
"WeightedCapacity": 4

}

Example Corp creates the Spot Fleet request using the following request-spot-fleet command:

aws ec2 request-spot-fleet --spot-fleet-request-config file://config.json

For more information, see Spot Fleet Requests (p. 315).
Fulfillment
The allocation strategy determines which Spot Instance pools your Spot Instances come from.

With the lowestPrice strategy (which is the default strategy), the Spot Instances come from the pool
with the lowest price per unit at the time of fulfillment. To provide 20 units of capacity, the Spot Fleet
launches either 20 r3.2xlarge instances (20 divided by 1), 10 r3. 4x1large instances (20 divided by 2),
or 5 r3.8xlarge instances (20 divided by 4).

If Example Corp used the diversified strategy, the Spot Instances would come from all three pools.
The Spot Fleet would launch 6 r3.2xlarge instances (which provide 6 units), 3 r3.4xlarge instances
(which provide 6 units), and 2 r3. 8xlarge instances (which provide 8 units), for a total of 20 units.

Spot Instance Pricing History

When you request Spot Instances, we recommend that you use the default maximum price (the On-
Demand price). If you want to specify a maximum price, we recommend that you review the Spot price
history before you do so. You can view the Spot price history for the last 90 days, filtering by instance
type, operating system, and Availability Zone.

To view the Spot price history (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. On the navigation pane, choose Spot Requests.

If you are new to Spot Instances, you see a welcome page. Choose Get started, scroll to the bottom
of the screen, and then choose Cancel.

4. Choose Pricing History. By default, the page displays a graph of the data for Linux t1.micro
instances in all Availability Zones over the past day. Move your pointer over the graph to display the
prices at specific times in the table below the graph.
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Spot Instance Pricing History *
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5. (Optional) To review the Spot price history for a specific Availability Zone, select a zone from the list.
You can also select a different product, instance type, or date range.

To view the Spot price history using the command line
You can use one of the following commands. For more information, see Accessing Amazon EC2 (p. 3).

« describe-spot-price-history (AWS CLI)
« Get-EC2SpotPriceHistory (AWS Tools for Windows PowerShell)

Savings From Purchasing Spot Instances

You can view the usage and savings information for Spot Instances at the per-fleet level, or for all
running Spot Instances. At the per-fleet level, the usage and savings information includes all instances
launched and terminated by the fleet. You can view this information from the last hour or the last three
days.

The following screenshot from the Spot Requests page shows the Spot usage and savings information
for a Spot Fleet.

Spet usage and savings Time frame: last 3 days [
17 3312 6264 $156.47 $46.30 70%
Spot Instances vCPU-hours Mem(GiB)-hours On-Demand total Spot total Savings

Average cost per vCPU-hour: $0.0140
Average cost per mem(GiB)-hour: $0.0074

Details

c3.large (8) 1152 vCPU-hours 2160 mem(GiB)-hours $16.82 total 72% savings
cd.xlarge (8) 1728 vCPU-hours 3240 mem(GiB)-hours $26.48 total 69% savings
t2.medium (3) 432 vCPU-hours 864 mem|(GiB)-hours 33.00 total 70% savings

You can view the following usage and savings information:

« Spot Instances — The number of Spot Instances launched and terminated by the Spot Fleet. When
viewing the savings summary, the number represents all your running Spot Instances.
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« VCPU-hours — The number of vCPU hours used across all the Spot Instances for the selected time
frame.

« Mem(GiB)-hours — The number of GiB hours used across all the Spot Instances for the selected time
frame.

« On-Demand total — The total amount you would've paid for the selected time frame had you launched
these instances as On-Demand Instances.

« Spot total — The total amount to pay for the selected time frame.
« Savings — The percentage that you are saving by not paying the On-Demand price.

« Average cost per vCPU-hour — The average hourly cost of using the vCPUs across all the Spot
Instances for the selected time frame, calculated as follows: Average cost per vCPU-hour = Spot total
/ vCPU-hours.

« Average cost per mem(GiB)-hour — The average hourly cost of using the GiBs across all the Spot
Instances for the selected time frame, calculated as follows: Average cost per mem(GiB)-hour = Spot
total / Mem(GiB)-hours.

« Details table — The different instance types (the number of instances per instance type is in
parentheses) that comprise the Spot Fleet. When viewing the savings summary, these comprise all
your running Spot Instances.

Savings information can only be viewed using the Amazon EC2 console.

To view the savings information for a Spot Fleet (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. On the navigation pane, choose Spot Requests.

3. Select a Spot Fleet request and choose Savings.
4

By default, the page displays usage and savings information for the last three days. You can choose
last hour or the last three days. For Spot Fleets that were launched less than an hour ago, the page
shows the estimated savings for the hour.

To view the savings information for all running Spot Instances (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. On the navigation pane, choose Spot Requests.

3. Choose Savings Summary.

Spot Instance Requests

To use Spot Instances, you create a Spot Instance request that includes the number of instances, the
instance type, the Availability Zone, and the maximum price that you are willing to pay per instance hour.
If your maximum price exceeds the current Spot price, Amazon EC2 fulfills your request immediately if
capacity is available. Otherwise, Amazon EC2 waits until your request can be fulfilled or until you cancel
the request.

The following illustration shows how Spot requests work. Notice that the action taken for a Spot
Instance interruption depends on the request type (one-time or persistent) and the interruption behavior
(hibernate, stop, or terminate). If the request is a persistent request, the request is opened again after
your Spot Instance is interrupted.
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Spot Instance Request States

A Spot Instance request can be in one of the following states:

« open - The request is waiting to be fulfilled.

« active — The request is fulfilled and has an associated Spot Instance.
o failed - The request has one or more bad parameters.

« closed - The Spot Instance was interrupted or terminated.

« cancelled - You canceled the request, or the request expired.

The following illustration represents the transitions between the request states. Notice that the
transitions depend on the request type (one-time or persistent).

create
request

'

open k—  failed

persistent

)
active ———» cancelled |

h ane-time |
T

closed

A one-time Spot Instance request remains active until Amazon EC2 launches the Spot Instance, the
request expires, or you cancel the request. If the Spot price exceeds your maximum price or capacity is
not available, your Spot Instance is terminated and the Spot Instance request is closed.
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A persistent Spot Instance request remains active until it expires or you cancel it, even if the request is
fulfilled. If the Spot price exceeds your maximum price or capacity is not available, your Spot Instance

is interrupted. After your instance is interrupted, when your maximum price exceeds the Spot price or
capacity becomes available again, the Spot Instance is started if stopped or resumed if hibernated. If the
Spot Instance is terminated, the Spot Instance request is opened again and Amazon EC2 launches a new
Spot Instance.

You can track the status of your Spot Instance requests, as well as the status of the Spot Instances
launched, through the status. For more information, see Spot Request Status (p. 340).

Specifying a Duration for Your Spot Instances

Spot Instances with a specified duration (also known as Spot blocks) are designed not to be interrupted
and will run continuously for the duration you select. This makes them ideal for jobs that take a finite
time to complete, such as batch processing, encoding and rendering, modeling and analysis, and
continuous integration.

You can specify a duration of 1, 2, 3, 4, 5, or 6 hours. The price that you pay depends on the specified
duration. To view the current prices for a 1-hour duration or a 6-hour duration, see Spot Instance Prices.
You can use these prices to estimate the cost of the 2, 3, 4, and 5-hour durations. When a request with

a duration is fulfilled, the price for your Spot Instance is fixed, and this price remains in effect until the
instance terminates. You are billed at this price for each hour or partial hour that the instance is running.
A partial instance hour is billed to the nearest second.

When you specify a duration in your Spot request, the duration period for each Spot Instance starts as
soon as the instance receives its instance ID. The Spot Instance runs until you terminate it or the duration
period ends. At the end of the duration period, Amazon EC2 marks the Spot Instance for termination
and provides a Spot Instance termination notice, which gives the instance a two-minute warning before
it terminates. In rare situations, Spot blocks may be interrupted due to Amazon EC2 capacity needs. In
these cases, we provide a two-minute warning before we terminate an instance, and you are not charged
for the terminated instances even if you used them.

To launch Spot Instances with a specified duration (console)

Select the appropriate request type. For more information, see Creating a Spot Instance
Request (p. 309).

To launch Spot Instances with a specified duration (AWS CLI)
To specify a duration for your Spot Instances, include the --block-duration-minutes option with

the request-spot-instances command. For example, the following command creates a Spot request that
launches Spot Instances that run for two hours:

aws ec2 request-spot-instances --instance-count 5 --block-duration-minutes 120 --type "one-
time" --launch-specification file://specification.json

To retrieve the cost for Spot Instances with a specified duration (AWS CLI)

Use the describe-spot-instance-requests command to retrieve the fixed cost for your Spot Instances with
a specified duration. The information is in the actualBlockHourlyPrice field.

Specifying a Tenancy for Your Spot Instances
You can run a Spot Instance on single-tenant hardware. Dedicated Spot Instances are physically
isolated from instances that belong to other AWS accounts. For more information, see Dedicated

Instances (p. 374) and the Amazon EC2 Dedicated Instances product page.

To run a Dedicated Spot Instance, do one of the following:

307



https://aws.amazon.com/ec2/spot/pricing/#Spot_Instance_Prices
https://docs.aws.amazon.com/cli/latest/reference/ec2/request-spot-instances.html
https://docs.aws.amazon.com/cli/latest/reference/ec2/describe-spot-instance-requests.html
https://aws.amazon.com/ec2/purchasing-options/dedicated-instances/

Amazon Elastic Compute Cloud
User Guide for Linux Instances
Spot Instances

« Specify a tenancy of dedicated when you create the Spot Instance request. For more information,
see Creating a Spot Instance Request (p. 309).

« Request a Spot Instance in a VPC with an instance tenancy of dedicated. For more information, see
Creating a VPC with an Instance Tenancy of Dedicated (p. 376). You cannot request a Spot Instance
with a tenancy of default if you request it in a VPC with an instance tenancy of dedicated.

The following instance types support Dedicated Spot Instances.
Current Generation

e c4.8xlarge

e d2.8xlarge

e i3.16xlarge
e m4.10xlarge
e m4.lé6xlarge
e p2.l6xlarge
e r4.l6xlarge
e x1.32xlarge

Previous Generation

e c3.8xlarge
e cc2.8xlarge
e crl.8xlarge
* g2.8xlarge
e i2.8xlarge

e r3.8xlarge

Service-Linked Role for Spot Instance Requests

Amazon EC2 uses service-linked roles for the permissions that it requires to call other AWS services on
your behalf. A service-linked role is a unique type of IAM role that is linked directly to an AWS service.
Service-linked roles provide a secure way to delegate permissions to AWS services because only the
linked service can assume a service-linked role. For more information, see Using Service-Linked Roles in
the IAM User Guide.

Amazon EC2 uses the service-linked role named AWSServiceRoleForEC2Spot to launch and manage
Spot Instances on your behalf.

Permissions Granted by AWSServiceRoleForEC2Spot
Amazon EC2 uses AWSServiceRoleForEC2Spot to complete the following actions:

o ec2:DescribelInstances — Describe Spot Instances
e ec2:StopInstances - Stop Spot Instances
» ec2:StartInstances — Start Spot Instances

Create the Service-Linked Role

Under most circumstances, you don't need to manually create a service-linked role. Amazon EC2 creates
the AWSServiceRoleForEC2Spot service-linked role the first time you request a Spot Instance using the
console.
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If you had an active Spot Instance request before October 2017, when Amazon EC2 began supporting
this service-linked role, Amazon EC2 created the AWSServiceRoleForEC2Spot role in your AWS account.
For more information, see A New Role Appeared in My Account in the IAM User Guide.

Ensure that this role exists before you use the AWS CLI or an API to request a Spot Instance. To create the
role, use the IAM console as follows.

To manually create the AWSServiceRoleForEC2Spot service-linked role

Open the IAM console at https://console.aws.amazon.com/iam/.

In the navigation pane, choose Roles.

Choose Create role.

On the Select type of trusted entity page, choose EC2, EC2 - Spot Instances, Next: Permissions.
On the next page, choose Next:Review.

o ks UwDdN=

On the Review page, choose Create role.

If you no longer need to use Spot Instances, we recommend that you delete the
AWSServiceRoleForEC2Spot role. After this role is deleted from your account, Amazon EC2 will create
the role again if you request Spot Instances.

Granting Access to CMKs for Use with Encrypted AMIs and EBS Snapshots

If you specify an encrypted AMI (p. 145) or an encrypted Amazon EBS snapshot (p. 883) for your

Spot Instances and you use a customer managed customer master key (CMK) for encryption, you must
grant the AWSServiceRoleForEC2Spot role permission to use the CMK so that Amazon EC2 can launch
Spot Instances on your behalf. To do this, you must add a grant to the CMK, as shown in the following

procedure.

When providing permissions, grants are an alternative to key policies. For more information, see Using
Grants and Using Key Policies in AWS KMS in the AWS Key Management Service Developer Guide.

To grant the AWSServiceRoleForEC2Spot role permissions to use the CMK

«  Use the create-grant command to add a grant to the CMK and to specify the principal (the
AWSServiceRoleForEC2Spot service-linked role) that is given permission to perform the operations
that the grant permits. The CMK is specified by the key-id parameter and the ARN of the
CMK. The principal is specified by the grantee-principal parameter and the ARN of the
AWSServiceRoleForEC2Spot service-linked role.

The following example is formatted for legibility.

aws kms create-grant

--region us-east-1

--key-id arn:aws:kms:us-east-1:444455556666:key/1234abcd-12ab-34cd-56ef-1234567890ab

--grantee-principal arn:aws:iam::111122223333:role/AWSServiceRoleForEC2Spot

--operations "Decrypt" "Encrypt" "GenerateDataKey" "GenerateDataKeyWithoutPlaintext"
"CreateGrant" "DescribeKey" "ReEncryptFrom" "ReEncryptTo"

Creating a Spot Instance Request

The process for requesting a Spot Instance is similar to the process for launching an On-Demand
Instance. You can't change the parameters of your Spot Instance request, including your maximum price,
after you've submitted the request.

If you request multiple Spot Instances at one time, Amazon EC2 creates separate Spot Instance requests
so that you can track the status of each request separately. For more information about tracking Spot
Instance requests, see Spot Request Status (p. 340).
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Prerequisites

Before you begin, decide on your maximum price, how many Spot Instances you'd like, and what instance
type to use. To review Spot price trends, see Spot Instance Pricing History (p. 303).

To create a Spot Instance request (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. On the navigation pane, choose Spot Requests.

3. If you are new to Spot Instances, you see a welcome page; choose Get started. Otherwise, choose
Request Spot Instances.

4. For Request type, the default is Request, which specifies a one-time Spot request created using a
Spot Fleet. To use Spot blocks instead, choose Reserve for duration and select the number of hours
for the job to complete.

To use Request and Maintain, see Creating a Spot Fleet Request (p. 320).

5. For Target capacity, enter the number of units to request. You can choose instances or performance
characteristics that are important to your application workload, such as vCPUs, memory, and
storage.

6. For Requirements, do the following:

a. [Spot Fleet] (Optional) For Launch template, choose a launch template. The launch template
must specify an Amazon Machine Image (AMI), as you cannot override the AMI using Spot Fleet
if you specify a launch template.

b. For AMI, choose one of the basic AMIs provided by AWS, or choose Use custom AMI to specify
your own AML.

c. For Instance type(s), choose Select. Select the instance types that have the minimum hardware
specifications that you need (vCPUs, memory, and storage).

d. For Network, you can select an existing VPC or create a new one.
[Existing VPC] Select the VPC.

[New VPC] Choose Create new VPC to go to the Amazon VPC console. When you are done,
return to the wizard and refresh the list.

e. (Optional) For Availability Zones, the default is to let AWS choose the Availability Zones for
your Spot Instances. If you prefer, you can specify specific Availability Zones.

Select one or more Availability Zones. If you have more than one subnet in an Availability Zone,
select the appropriate subnet from Subnet. To add subnets, select Create new subnet to go to
the Amazon VPC console. When you are done, return to the wizard and refresh the list.

f.  (Optional) To add storage, specify additional instance store volumes or EBS volumes, depending
on the instance type. You can also enable Amazon EBS optimization.

g. (Optional) By default, basic monitoring is enabled for your instances. To enable detailed
monitoring, choose Enable CloudWatch detailed monitoring.

h. (Optional) To run a Dedicated Spot Instance, for Tenancy, choose Dedicated - run a dedicated
instance.

i.  For Security groups, select one or more security groups.
j.  To connect to your instances, enable Auto-assign IPv4 Public IP.
k. (Optional) To connect to your instances, specify your key pair for Key pair name.

l.  (Optional) To launch your Spot Instances with an IAM role, for IAM instance profile, specify the
role.

m. (Optional) To run a start-up script, copy it to User data.

n. [Spot Fleet] To add a tag, choose Add new tag and type the key and value for the tag. Repeat
for each tag.
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7. For Spot request fulfillment, do the following:

a. [Spot Fleet] For Allocation strategy, choose the strategy that meets your needs. For more
information, see Allocation Strategy for Spot Instances (p. 297).

b. [Spot Fleet] For Maximum price, you can use the default maximum price (the On-Demand price)
or specify the maximum price that you are willing to pay. If your maximum price is lower than
the Spot price for the instance types that you selected, your Spot Instances are not launched.

c. (Optional) To create a request that is valid only during a specific time period, edit the values for
Request valid from and Request valid until.

d. [Spot Fleet] By default, we terminate your Spot Instances when the request expires. To keep
them running after your request expires, clear Terminate instances at expiration.

8. (Optional) To register your Spot Instances with a load balancer, choose Receive traffic from one or
more load balancers and select one or more Classic Load Balancers or target groups.

9. (Optional) To download a copy of the launch configuration for use with the AWS CLI, choose JSON
config.

10. Choose Launch.

[Spot Fleet] The request type is £1eet. When the request is fulfilled, requests of type instance are
added, where the state is active and the status is fulfilled.

[Spot block] The request type is block and the initial state is open. When the request is fulfilled,
the state is active and the statusis fulfilled.
To create a Spot Instance request (AWS CLI)

Use the following request-spot-instances command to create a one-time request:

aws ec2 request-spot-instances --instance-count 5 --type "one-time" --launch-specification
file://specification.json

Use the following request-spot-instances command to create a persistent request:

aws ec2 request-spot-instances --instance-count 5 --type "persistent" --launch-
specification file://specification.json

For example launch specification files to use with these commands, see Spot Request Example Launch
Specifications (p. 313). If you download a launch specification file from the console, you must use the
request-spot-fleet command instead (the console specifies a Spot request using a Spot Fleet).

Amazon EC2 launches your Spot Instance when the maximum price exceeds the Spot price and capacity
is available. The Spot Instance runs until it is interrupted or you terminate it yourself. Use the following
describe-spot-instance-requests command to monitor your Spot Instance request:

aws ec2 describe-spot-instance-requests --spot-instance-request-ids sir-08b93456

Finding Running Spot Instances

Amazon EC2 launches a Spot Instance when the maximum price exceeds the Spot price and capacity is
available. A Spot Instance runs until it is interrupted or you terminate it yourself. If your maximum price
is exactly equal to the Spot price, there is a chance that your Spot Instance remains running, depending
on demand.

To find running Spot Instances (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. Inthe navigation pane, choose Spot Requests.

You can see both Spot Instance requests and Spot Fleet requests. If a Spot Instance request has been
fulfilled, Capacity is the ID of the Spot Instance. For a Spot Fleet, Capacity indicates how much of
the requested capacity has been fulfilled. To view the IDs of the instances in a Spot Fleet, choose the
expand arrow, or select the fleet and choose Instances.

Note
Spot Instance requests are not tagged instantly and for a period of time may appear
separate from Spot Fleet Requests (SFR).
3. Alternatively, in the navigation pane, choose Instances. In the top right corner, choose the Show/
Hide icon, and then select Lifecycle. For each instance, Lifecycle is either normal, spot, or
scheduled.

To find running Spot Instances (AWS CLI)

To enumerate your Spot Instances, use the describe-spot-instance-requests command with the --query
option as follows:

aws ec2 describe-spot-instance-requests --query SpotInstanceRequests[*].{ID:Instanceld}

The following is example output:

[

{

"ID": "i-1234567890abcdef0"
Iy
{

"ID": "i-0598c7d356eba48d7"
¥

Alternatively, you can enumerate your Spot Instances using the describe-instances command with the —-
filters option as follows:

aws ec2 describe-instances --filters "Name=instance-lifecycle,Values=spot"

Tagging Spot Instance Requests

To help categorize and manage your Spot Instance requests, you can tag them with metadata of your
choice. For more information, see Tagging Your Amazon EC2 Resources (p. 975).

You can assign a tag to a Spot Instance request after you create it. The tags that you create for your
Spot Instance requests only apply to the requests. These tags are not added automatically to the Spot
Instance that the Spot service launches to fulfill the request. You must add tags to a Spot Instance
yourself after the Spot Instance is launched.

To add a tag to your Spot Instance request or Spot Instance using the AWS CLI

Use the following create-tags command to tag your resources:

aws ec2 create-tags --resources sir-08b93456 1-1234567890abcdef0 --tags
Key=purpose,Value=test

Canceling a Spot Instance Request

If you no longer want your Spot request, you can cancel it. You can only cancel Spot Instance requests
that are open or active. Your Spot request is open when your request has not yet been fulfilled and
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no instances have been launched. Your Spot request is active when your request has been fulfilled
and Spot Instances have launched as a result. If your Spot request is active and has an associated
running Spot Instance, canceling the request does not terminate the instance. For more information
about terminating a Spot Instance, see the next section.

To cancel a Spot Instance request (console)

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Spot Requests and select the Spot request.
Choose Actions, Cancel spot request.

PN

(Optional) If you are finished with the associated Spot Instances, you can terminate them. In the
navigation pane, choose Instances, select the instance, and then choose Actions, Instance State,
Terminate.

To cancel a Spot Instance request (AWS CLI)

o Use the following cancel-spot-instance-requests command to cancel the specified Spot request:

aws ec2 cancel-spot-instance-requests --spot-instance-request-ids sir-08b93456

Terminating a Spot Instance

If your Spot request is active and has an associated running Spot Instance, canceling the request does
not terminate the instance; you must terminate the running Spot Instance manually. If you terminate

a running Spot Instance that was launched by a persistent Spot request, the Spot request returns

to the open state so that a new Spot Instance can be launched. To cancel a persistent Spot request

and terminate its Spot Instances, you must cancel the Spot request first and then terminate the Spot
Instances. Otherwise, the persistent Spot request can launch a new instance. For more information about
canceling a Spot Instance request, see the previous section.

To manually terminate a Spot Instance (AWS CLI)

«  Use the following terminate-instances command to manually terminate Spot Instances:

aws ec2 terminate-instances --instance-ids i1-1234567890abcdef0 1-0598c7d356eba48d7

Spot Request Example Launch Specifications

The following examples show launch configurations that you can use with the request-spot-instances
command to create a Spot Instance request. For more information, see Creating a Spot Instance
Request (p. 309).

1. Launch Spot Instances (p. 313)

2. Launch Spot Instances in the specified Availability Zone (p. 314)
3. Launch Spot Instances in the specified subnet (p. 314)

4. Launch a Dedicated Spot Instance (p. 315)

Example 1: Launch Spot Instances

The following example does not include an Availability Zone or subnet. Amazon EC2 selects an
Availability Zone for you. Amazon EC2 launches the instances in the default subnet of the selected
Availability Zone.
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"ImageId": "ami-la2b3c4d",
"KeyName": "my-key-pair",
"SecurityGroupIds": [ "sg-la2b3c4d" ],
"InstanceType": "m3.medium",
"IamInstanceProfile": {
"Arn": "arn:aws:iam::123456789012:instance-profile/my-iam-role"

Example 2: Launch Spot Instances in the Specified Availability Zone

The following example includes an Availability Zone. Amazon EC2 launches the instances in the default
subnet of the specified Availability Zone.

"ImageId": "ami-la2b3c4d",
"KeyName": "my-key-pair",
"SecurityGroupIds": [ "sg-la2b3c4d" ],
"InstanceType": "m3.medium",
"Placement": {

"AvailabilityZone": "us-west-2a"
T
"IamInstanceProfile": {

"Arn": "arn:aws:iam::123456789012:instance-profile/my-iam-role"

Example 3: Launch Spot Instances in the Specified Subnet

The following example includes a subnet. Amazon EC2 launches the instances in the specified subnet. If
the VPC is a nondefault VPC, the instance does not receive a public IPv4 address by default.

"ImageId": "ami-la2b3c4d",
"SecurityGroupIds": [ "sg-la2b3c4d" ],
"InstanceType": "m3.medium",
"SubnetId": "subnet-la2b3c4d",
"IamInstanceProfile": {
"Arn": "arn:aws:iam::123456789012:instance-profile/my-iam-role"

To assign a public IPv4 address to an instance in a nondefault VPC, specify the
AssociatePublicIpAddress field as shown in the following example. When you specify a network
interface, you must include the subnet ID and security group ID using the network interface, rather than
using the SubnetId and SecurityGroupIds fields shown in example 3.

"ImageId": "ami-la2b3c4d",
"KeyName": "my-key-pair",
"InstanceType": "m3.medium",
"NetworkInterfaces": [
{
"DeviceIndex": O,
"SubnetId": "subnet-la2b3c4d",
"Groups": [ "sg-la2b3c4d" 1],
"AssociatePublicIpAddress": true
}
1,

"IamInstanceProfile": {
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"Arn": "arn:aws:iam::123456789012:instance-profile/my-iam-role"

Example 4: Launch a Dedicated Spot Instance

The following example requests Spot Instance with a tenancy of dedicated. A Dedicated Spot Instance
must be launched in a VPC.

"ImageId": "ami-la2b3c4d",
"KeyName": "my-key-pair",
"SecurityGroupIds": [ "sg-la2b3c4d" ],
"InstanceType": "c3.8xlarge",
"SubnetId": "subnet-la2b3c4d",
"Placement": {
"Tenancy": "dedicated"

¥

¥

Spot Fleet Requests

To use a Spot Fleet, you create a Spot Fleet request that includes the target capacity, an optional On-
Demand portion, one or more launch specifications for the instances, and the maximum price that you
are willing to pay. Amazon EC2 attempts to maintain your Spot Fleet's target capacity as Spot prices
change. For more information, see How Spot Fleet Works (p. 296).

There are two types of Spot Fleet requests: request and maintain. You can create a Spot Fleet to
submit a one-time request for your desired capacity, or require it to maintain a target capacity over time.
Both types of requests benefit from Spot Fleet's allocation strategy.

When you make a one-time request, Spot Fleet places the required requests but does not attempt to
replenish Spot Instances if capacity is diminished. If capacity is not available, Spot Fleet does not submit
requests in alternative Spot pools.

To maintain a target capacity, Spot Fleet places requests to meet the target capacity and automatically
replenish any interrupted instances.

It is not possible to modify the target capacity of a one-time request after it's been submitted. To change
the target capacity, cancel the request and submit a new one.

A Spot Fleet request remains active until it expires or you cancel it. When you cancel a Spot Fleet request,
you may specify whether canceling your Spot Fleet request terminates the Spot Instances in your Spot
Fleet.

Each launch specification includes the information that Amazon EC2 needs to launch an instance, such as
an AMI, instance type, subnet or Availability Zone, and one or more security groups.

Contents
« Spot Fleet Request States (p. 316)
« Spot Fleet Prerequisites (p. 316)
« Spot Fleet and IAM Users (p. 317)
« Spot Fleet Health Checks (p. 318)
« Planning a Spot Fleet Request (p. 318)
« Service-Linked Role for Spot Fleet Requests (p. 318)
« Creating a Spot Fleet Request (p. 320)
« Monitoring Your Spot Fleet (p. 323)
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« Modifying a Spot Fleet Request (p. 323)
» Canceling a Spot Fleet Request (p. 324)
« Spot Fleet Example Configurations (p. 325)

Spot Fleet Request States
A Spot Fleet request can be in one of the following states:

o submitted — The Spot Fleet request is being evaluated and Amazon EC2 is preparing to launch the
target number of Spot Instances.

« active - The Spot Fleet has been validated and Amazon EC2 is attempting to maintain the target
number of running Spot Instances. The request remains in this state until it is modified or canceled.

« modifying - The Spot Fleet request is being modified. The request remains in this state until the
modification is fully processed or the Spot Fleet is canceled. A one-time request cannot be modified,
and this state does not apply to such Spot requests.

e cancelled_running - The Spot Fleet is canceled and does not launch additional Spot Instances. Its
existing Spot Instances continue to run until they are interrupted or terminated. The request remains
in this state until all instances are interrupted or terminated.

o cancelled_terminating - The Spot Fleet is canceled and its Spot Instances are terminating. The
request remains in this state until all instances are terminated.

« cancelled - The Spot Fleet is canceled and has no running Spot Instances. The Spot Fleet request is
deleted two days after its instances were terminated.

The following illustration represents the transitions between the request states. If you exceed your Spot
Fleet limits, the request is canceled immediately.

create

request

!

submitted ——

active je——F—{ modifying |

e —— L

cancelled_running J«——{ cancelled_terminating |

L——{ cancelled —-

request deleted

after two days

Spot Fleet Prerequisites

If you use the Amazon EC2 console to create a Spot Fleet, it creates a role named aws-ec2-spot-fleet-
tagging-role that grants the Spot Fleet permission to request, launch, terminate, and tag instances
on your behalf. This role is selected when you create your Spot Fleet request. If you use the AWS CLI
or an APl instead, you must ensure that this role exists. You can either use the Request Spot Instances
wizard (the role is created when you advance to the second page of the wizard) or use the IAM console as
follows.

To create the IAM role for Spot Fleet

1. Open the IAM console at https://console.aws.amazon.com/iam/.
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2. Inthe navigation pane, choose Roles.

3. On the Select type of trusted entity page, choose AWS service, EC2, EC2 - Spot Fleet Tagging,
Next: Permissions.

4. On the Attached permissions policy page, choose Next:Review.

5. On the Review page, type a name for the role (for example, aws-ec2-spot-fleet-tagging-
role) and choose Create role.

Spot Fleet and IAM Users

If your 1AM users will create or manage a Spot Fleet, be sure to grant them the required permissions as
follows.

To grant an IAM user permissions for Spot Fleet

Open the IAM console at https://console.aws.amazon.com/iam/.
2. Inthe navigation pane, choose Policies, Create policy.

3. On the Create policy page, choose JSON, replace the text with the following, and choose Review
policy.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ec2:*"
]I
"Resource": "*x"
T
{
"Effect": "Allow",
"Action": [
"iam:ListRoles",
"iam:PassRole",
"jam:ListInstanceProfiles"
]I
"Resource": "*x"
}
]
}

The ec2: * grants an IAM user permission to call all Amazon EC2 API actions. To limit the user to
specific Amazon EC2 API actions, specify those actions instead.

An IAM user must have permission to call the iam:ListRoles action to enumerate
existing IAM roles, the 1am: PassRole action to specify the Spot Fleet role, and the
iam:ListInstanceProfiles action to enumerate existing instance profiles.

(Optional) To enable an IAM user to create roles or instance profiles using the IAM console, you must
also add the following actions to the policy:

e iam:AddRoleToInstanceProfile
e iam:AttachRolePolicy

¢ iam:CreateInstanceProfile

e iam:CreateRole

¢ iam:GetRole

e jam:ListPolicies
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On the Review policy page, type a policy name and description and choose Create policy.
In the navigation pane, choose Users and select the user.
Choose Permissions, Add permissions.

No vk

Choose Attach existing policies directly. Select the policy that you created earlier and choose Next:
Review.

8. Choose Add permissions.

Spot Fleet Health Checks

Spot Fleet checks the health status of the Spot Instances in the fleet every two minutes. The health
status of an instance is either healthy or unhealthy. Spot Fleet determines the health status of an
instance using the status checks provided by Amazon EC2. If the status of either the instance status
check or the system status check is impaired for three consecutive health checks, the health status of
the instance is unhealthy. Otherwise, the health status is healthy. For more information, see Status
Checks for Your Instances (p. 551).

You can configure your Spot Fleet to replace unhealthy instances. After enabling health check
replacement, an instance is replaced after its health status is reported as unhealthy. The Spot Fleet
could go below its target capacity for up to a few minutes while an unhealthy instance is being replaced.

Requirements

« Health check replacement is supported only with Spot Fleets that maintain a target capacity, not with
one-time Spot Fleets.

» You can configure your Spot Fleet to replace unhealthy instances only when you create it.

« 1AM users can use health check replacement only if they have permission to call the
ec2:DescribeInstanceStatus action.

Planning a Spot Fleet Request

Before you create a Spot Fleet request, review Spot Best Practices. Use these best practices when you
plan your Spot Fleet request so that you can provision the type of instances you want at the lowest
possible price. We also recommend that you do the following:

« Determine whether you want to create a Spot Fleet that submits a one-time request for the desired
target capacity, or one that maintains a target capacity over time.

« Determine the instance types that meet your application requirements.

« Determine the target capacity for your Spot Fleet request. You can set the target capacity in instances
or in custom units. For more information, see Spot Fleet Instance Weighting (p. 300).

« Determine what portion of the Spot Fleet target capacity must be On-Demand capacity. You can
specify O for On-Demand capacity.

« Determine your price per unit, if you are using instance weighting. To calculate the price per unit,
divide the price per instance hour by the number of units (or weight) that this instance represents. If
you are not using instance weighting, the default price per unit is the price per instance hour.

« Review the possible options for your Spot Fleet request. For more information, see the request-spot-
fleet command in the AWS CLI Command Reference. For additional examples, see Spot Fleet Example
Configurations (p. 325).

Service-Linked Role for Spot Fleet Requests

Amazon EC2 uses service-linked roles for the permissions that it requires to call other AWS services on
your behalf. A service-linked role is a unique type of IAM role that is linked directly to an AWS service.
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Service-linked roles provide a secure way to delegate permissions to AWS services because only the
linked service can assume a service-linked role. For more information, see Using Service-Linked Roles in
the IAM User Guide.

Amazon EC2 uses the service-linked role named AWSServiceRoleForEC2SpotFleet to launch and
manage Spot Instances on your behalf.

Permissions Granted by AWSServiceRoleForEC2SpotFleet
Amazon EC2 uses AWSServiceRoleForEC2SpotFleet to complete the following actions:

» ec2:RequestSpotInstances - Request Spot Instances

e ec2:TerminateInstances - Terminate Spot Instances

« ec2:DescribelImages - Describe Amazon Machine Images (AMI) for the Spot Instances
« ec2:DescribelInstanceStatus - Describe the status of the Spot Instances

e ec2:DescribeSubnets - Describe the subnets for Spot Instances

e ec2:CreateTags - Add system tags to Spot Instances

Create the Service-Linked Role

Under most circumstances, you don't need to manually create a service-linked role. Amazon EC2 creates
the AWSServiceRoleForEC2SpotFleet service-linked role the first time you create a Spot Fleet using the
console.

If you had an active Spot Fleet request before October 2017, when Amazon EC2 began supporting this
service-linked role, Amazon EC2 created the AWSServiceRoleForEC2SpotFleet role in your AWS account.
For more information, see A New Role Appeared in My Account in the IAM User Guide.

Ensure that this role exists before you use the AWS CLI or an API to create a Spot Fleet. To create the
role, use the IAM console as follows.

To manually create the AWSServiceRoleForEC2SpotFleet service-linked role

Open the IAM console at https://console.aws.amazon.com/iam/.

In the navigation pane, choose Roles.

Choose Create role.

On the Select type of trusted entity page, choose EC2, EC2 - Spot Fleet, Next: Permissions.
On the next page, choose Next:Review.
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On the Review page, choose Create role.

If you no longer need to use Spot Fleet, we recommend that you delete the
AWSServiceRoleForEC2SpotFleet role. After this role is deleted from your account, Amazon EC2 will
create the role again if you request a Spot Fleet.

Granting Access to CMKs for Use with Encrypted AMIs and EBS Snapshots

If you specify an encrypted AMI (p. 145) or an encrypted Amazon EBS snapshot (p. 883) in your Spot
Fleet request and you use a customer managed customer master key (CMK) for encryption, you must
grant the AWSServiceRoleForEC2SpotFleet role permission to use the CMK so that Amazon EC2 can
launch Spot Instances on your behalf. To do this, you must add a grant to the CMK, as shown in the
following procedure.

When providing permissions, grants are an alternative to key policies. For more information, see Using
Grants and Using Key Policies in AWS KMS in the AWS Key Management Service Developer Guide.

319


